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Abstract
The study aimed to examine the pairing relationship between economic growth and psychological human behaviour (psychological well-being) of individuals by application of the homo-hetero pairing effect correlation coefficient technique. The cross-sectional data were used. The data were collected from 211 individuals randomly sampled from two regions in Tanzania. The data were analysed by the homo-hetero pairing effect correlation coefficient and the results were compared to that of the Pearson correlation coefficient and simple regression model. The study found that economic growth and psychological well-being are positively changing in pairs, and the psychological well-being of the individual is the true enabler (optimal independent) of the linear modelling. The study concluded that the improvement of the psychological well-being of individuals significantly improves economic growth and not vice versa. Therefore, the paper recommended that psychological well-being-based initiatives should be established and encouraged in society as found to have a positive impact on economic growth. Moreover, the study specifically recommends the application of the homo-hetero pairing correlation coefficient in studies of cardiology, neurology, epidemiology, psychology, economics, anthropology, sociology and other fields of the social sciences.
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1. Introduction and Literature Review
Social science is the system or procedural rule that scientifically defines society; this is why it is termed a social science. Social science differs from natural science. However, there is no field of study that is more important to human beings than the social sciences (Samuel and Okey, 2015; Maravelakis, 2019; Hernandez and Alpizar-Jara, 2018). The study of social science is more
helpful for understanding what factors or conditions for a better life and what social opportunities are available for human development. Social science studies involve a lot about societies’ behaviours and practices, mostly including anthropology (study of the relationship between biological traits and socially acquired characteristics), sociology (study of the relationship among people), economics (study of ways individuals satisfy their unlimited wants and needs—demands relative to limited resources), political science (study of social arrangement to maintain peace and order in society), and psychology (deals with the mind and personality of individual), and other. One of the most debatable issues in social science studies is the relationship between the economic growth and psychological well-being (psychological human behaviour) of the individual that resulted from the Easterlin paradox effect (Easterlin, 1973; 2017). The studies such as Diener and Seligman (2004), Roka (2020), Stevenson and Wolfer (2008; 2013), and Talhelm, Zhang, Oishi, ..., and Kitayama (2014) evidence the positive impact (correlation) between economic growth and psychological well-being, which contradicts Easterlin’s (1973; 2017). On the other hand, Stoop, Leibbrandt and Zizzamia (2019) found a negative relationship between economic growth and psychological well-being. In addition, the studies such as Diener and Seligman (2004) and Baro and Sala-i-Martin (2004) suggested that the socio-economic and political measures of GDP have seriously failed to provide a full account of policy decisions at the organizational, corporate, and governmental levels. They concluded that the exclusion of variables such as psychological factors (e.g., personal traits, values, etc.) is not accounted for in the economic principle of demand and supply.

Moreover, the exclusion of the non-economic variables such as motivation, metacognition, and lifestyle leads to economic performance failure in some regions or countries (Diener and Seligman, 2004, Bundala, 2021). One of the potential problems of measuring the relationship between economic growth and psychological well-being is based on the methodological incompleteness of the existing correlation technique, particularly the Pearson correlation coefficient. Samuel and Okey (2015) emphasised that Pearson correlation is a sine qua non in social science studies; it is an excellent analytical tool when implement correctly and used with its partner regression. Since correlation remains a very important tool in social science study and its techniques are almost inevitable, especially in quantitative studies that involve variables (Samuel and Okey, 2015; Senthilnathan, 2019).

Despite the massive support of the Pearson correlation technique in social science studies, some empirical studies negate its advantages. Some studies condemn the correlation coefficient for its inability to detect the cause-and-effect (Bertoldo, Callegher and Altoe, 2022; Janse, Hoekstra, Jager... and van Diepen, 2021; Coppack, 1990; Gogtay and Thatte, 2017; Rahman and Zhanga, 2016). The coefficient correlation is developed in early 1896 by Karl Pearson, to determine the strength which is measured by magnitude ranging from -1 to +1 and the direction of the magnitude which is indicated by the negative or positive signs (Janse, et al, 2021; Coppack, 1990; Gogtay and Thatte, 2017; Danacica and Babucea, 2007; Kumar and Chong, 2018). That is, the correlation coefficient is aimed to measure how the two observed variables x and y are moving together or changing together, i.e., co-vary (Akoglu, 2018; Mukaka, 2012; Emerson, 2015; Bertoldo, Callegher and Altoe, 2022). For example, a cancer disease may be associated or go together with the smoking behaviour of an individual (smoking frequencies), or the Human
immunodeficiency virus (HIV) can be associated with Tuberculosis (TB) disease, but you cannot conclude or say that the TB is caused by HIV, or HIV is caused by TB. But one of the factors or variables can be “an enabler” of another (enabled); not dependent and independent factors or variables. However, sometimes the relationship between enabler and enabled variables may be similar to that of independent and dependent variables, depending on the nature of the data.

The enabler factor or variable is the factor that increases the opportunity for another factor (enabled) to happen. In simple language, enabler factors are inviting agents but may not be loosely defined as cause-and-effect factors. For example, in the correlation between TB and HIV, which one can be an enabler and another is enabled? The question is how to determine the enabler and enabled factors. It is still impossible to determine the enabler and enabled factors/variables by using the available (current) correlation techniques. Substantially, this is the major methodological flaw of the available correlation coefficient techniques. Understanding the strength in terms of the figure (magnitude) and direction in terms of signs is not enough to make a clear decision relating to the paired variables. A lot of methodological questions are left unanswered by the Pearson correlation coefficient, r. For instance, if you say x and y have r = 0.60, it means that they are moving in the same way in the strength of 0.60 (medium), that is, an increase of x results in an increase of y and it is vice versa for decreasing. Moreover, if r = -0.60, it indicates that the variables x and y are moving in the opposite direction. That is the increase of x leads to a decrease of y. But, how “they are accurately moving in pairs, i.e., changing up (increases) and down (decreases) together in either direction?” What is the pairing effect (error) of the observed variables x and y as they are moving in pairs (co-related) downwards or upwards? What is an enabler and enabled variables or factors in the linear modelling?

In most practice, when correlation techniques are used in social science, the identification of the enabler and enabled factors/variables was done by using experience or additional knowledge or skills of researchers or decision-makers. For example, if it is found that there is a high correlation between cancer and smoking behaviour, an expert for medical issues (medical officer or practitioner) can identify the enabler and enabled factors by using his/her medical skills or experience on the related variables or factors. However, these methods of identification of the enabler and enabled factors have many flaws because they are based on individual expertise, skills, or experience which varies from individual to individual, so the contradiction in interpretation may happen which can cause a dilemma or contra-conclusion problem. Although, the Pearson correlation coefficient gets massive applicability support in social sciences studies (Gokul, Srinivasan, and Swaminathan, 2021; Samuel and Okey, 2015; Senthilnathan, 2019; Onwuegbuzie and Daniel, 1999; Rahman and Zhang, 2016; Li, Chu, Li...and Jiang, 2022; Sverko, Vrankic, Vlahinic and Rogelj, 2022; Chinnadurai and Bobin, 2021); it requires a complementary technique to answer some of the left methodological questions (Onwuegbuzie and Daniel, 1999; Senthilnathan, 2019; Benesty, Chen and Huang, 2008; Sedgwick, 2012). For this reason, this paper developed a homo-hetero pairing effect correlation coefficient that explained the left methodological flaws by the Pearson correlation coefficient technique. This modern correlation technique can be used in parallel to the Pearson correlation technique. It would be easier and more helpful for decision-makers to determine which variable is enabled and which an enabler is. The identification of enabler and enabled variables is very important and
needly in decision making particularly in social science studies. Therefore, the study aimed to examine the pairing relationship between the economic growth and psychological human behaviour (psychological well-being) of individuals by application of the homo-hetero pairing effect correlation coefficient technique to fill both contradictory evidence and methodological gaps resulting from the studies of Easterlin (1973; 2017), Roka (2020), Stevenson and Wolfers (2008; 2013) and others. Specifically, the study determines the enabler and enabled variables and optimal independent (true enabler) variables in the linear modelling of the economic growth and psychological well-being of the individual. Moreover, the study examines the empirical relevance of the linear modelling (regression model) and methodological coincidence between the homo-hetero pairing correlation coefficient and Pearson correlation coefficient techniques with respect to the linear regression model. The next sections of the paper cover the analytic framework and idea generation, methodology, findings, discussion, and the last sections cover the conclusion and recommendation, and references.

2. Literature Review and Model Development

2.1. Analytic Framework and Idea Generation

Given the pair of the observed variable $x$ and $y$ in an array of descending order, ask how the relationship of $x$ and $y$ can be determined? Obviously can be determined in the two directions of changes, that is, hetero pairing change (the change of difference of paired variable), that is, $(x_1 - y_1)$ to $(x_2 - y_2)$. This change determined the “pairing effect or error” of the observed variables $x$ and $y$. Moreover, the homo pairing change can be used to determine the relationship of the observed variables. The homo pairing change is the change of difference of the same variable, either $x$ or $y$, that is, the change of $x$, $(x_1 - x_2)$ if is moving together with the change of $y$, $(y_1 - y_2)$. The traditional correlation analysis such as Pearson correlation used this homo-pairing change or effect to determine the correlation of the observed variable $x$ and $y$, that is, how the change of $x$ $(x_1 - x_2)$ is co-vary with the change of $y$, $(y_1 - y_2)$. Therefore, the covariance of $x$ and $y$ is weighted to their standard deviation (variability error). In practice this method does detect or predict the “causality effect” of the paired variables $x$ and $y$, instead, it shows the positional pairing effect (error) of homo variables (same variables). That is if there is a co-variation of the change of $x$ from $x_1$ to $x_2$ and the change of $y$ from $y_1$ to $y_2$. That is, both $x$ and $y$ are changing or moving in approximately equal “distance” (values) and in the same or opposite direction. This is why the scale of Pearson correlation takes both positive and negative values in the range of -1 to +1.

To measure or examine the correlation of the two observed variables by using only “homo pairing effects have been evidenced to lack its methodological completeness. Some of the relational attributes are left untouched! Arranging the data in the paired data array the Pearson correlation analysis only considers the vertical co-movement or variation of the data (increasing or decreasing upward and downward). That is, the observed variables $x$ and $y$ change $x_1$ to $x_2$ and $y_1$ to $y_2$ respectively. Unfortunately, the horizontal co-movement or variation of the paired data, that $x_1 \leftrightarrow y_1$ to $x_2 \leftrightarrow y_2$ was not considered. Overlooking this correlational dimension in which the observed variable $x$ and $y$ move horizontally (leftwards or rightwards) to the paired data array leads to the methodological incompleteness of the Pearson correlation analysis.
Consequently, this study introduces a new way of measuring the correlation which considers all the change effects of pairing, that are, homo and hetero pairing effects of the paired data $x$ and $y$. That is, the homo-hetero pairing effect correlation coefficient, or simply “pairing effect correlation coefficient. This method is very sensitive to data order or arrangement and powerful technique to determine the pairing correlation direction and strength of the paired variables in terms of the homo-hetero pairing effect. The method identifies the enabler and enabled factors quantitatively.

To be clear, the Pearson correlation does not consider the “homo-hetero pairing effect” of the paired data array; therefore, its applicability is still limited in social science studies /decisions (Taylor, 1990; Asuero, Sayago and Gonzalex, 2006; Shelef and Schechtman, 2018; Coppack, 1990). Cautionary, the concept of enabler and enabled factors or variables cannot be conceptually considered or confused with dependent and independent variables or factors; they are two different terms and concepts. The enabler factor or variable is the factor that increases or decreases the occurrence opportunity of enabled factors or variables. In other words, the enabler is the factor that increases the “occurrence probability” of the enabled factor/variable; it is the “host” factor or variable. For example, rainfall is an enabler for a farmer to farm. Now, the relationship between rainfall and farmer, intuitively, can be considered positive as when the rainfall falls on the land the farmer would go to the farm. That is, the farmer does not farm because of the rainfall consequences, but he/she is enabled by the falls of the rainfall (he/she would be waiting for rainfall) to fulfil his/her course of action. Another example is a thief that is waiting for the housekeeper to leave out the house and snap/steal a piece of valuable metal. The presence or absence probabilities of the housekeeper at the house determine the will of a thief to steal or not. Therefore, the frequency of leaving out the house of a housekeeper (absence) will be positive related or correlated to the number of theft attempts at the house. In that case, the presence or absence probability of a housekeeper is the enabler factor of the thief or stealing attempts, as he was waiting for that opportunity. Stealing is an enabled event or variable.

On the other hand, the dependent and independent variables or factors are terms that are usually used in regression analysis to determine the causality effect of the independent or explanatory variables or factors on dependent variables. In this concept, the dependent variables or factors are the factors that vary as the independent variables vary and not vice versa. In other words, the dependent variables are the variables or factors that depend on the change or influence of independent variables. Therefore, the independent variables are variables or factors that are not dependent on others, instead are “causal factors” of the dependent variables or factors. Take an example, the two variables advertisement efforts or costs and sales. We expect that once the advertisements efforts are done intensively (increase) would increase the marketing awareness and hence convince or persuade more customers to buy the products or services advertised, that is, more buyers, increase sales. But do the increase or decreases in sales affect or influence the advertisement efforts or costs? In other words, do the increases in advertisement efforts or costs due to the increases in sales? The answer is no! The advertisement efforts or costs are independent of sales; do not depend on sales but sales depend on advertisement efforts or costs. Therefore, the sale is a dependent variable (it depends on the advertisement efforts or costs) and the advertisement efforts or costs are independent variables because do not depend on the sales.
We can notice the difference between the enabler and the enabled factors by the stated examples. Recall the example of a thief and a housekeeper, the one can say that the probability of presence or absence of the housekeeper in the house and the number or frequency of theft attempts do not qualify to carry the degree or attributes of dependent and dependent variables. The frequency of theft attempts is not due to or not depends on the probability of the presence or absence of the housekeeper in the house or the probability of the presence or absence of the housekeeper at the house is not due to the frequency of theft attempts by theft, but they are associated in a pairing effect order; one can lead another—a paired predecessor and successor factors (enabler and enabled paired variables). For a clear illustration of the pairing effect (error) correlation coefficient, consider the paired observed data \( x \) and \( y \) (Table 1). The data are assumed to be linearly related and normally distributed.

Table 1: The Data array of the paired observed variables \( x \) and \( y \)

<table>
<thead>
<tr>
<th>( x )</th>
<th>( y )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x_1 )</td>
<td>( y_1 )</td>
</tr>
<tr>
<td>( x_2 )</td>
<td>( y_2 )</td>
</tr>
<tr>
<td>( x_3 )</td>
<td>( y_3 )</td>
</tr>
<tr>
<td>.</td>
<td>.</td>
</tr>
<tr>
<td>.</td>
<td>.</td>
</tr>
<tr>
<td>( x_n )</td>
<td>( y_n )</td>
</tr>
</tbody>
</table>

Source: Author (2022).

Table 1 describes that the variables \( x \) and \( y \) can decrease or increase vertically (upward or downwards). The change of \( x \) from \( x_1 \) to \( x_2 \) is paired to the change of \( y \) from \( y_1 \) to \( y_2 \) and the change difference is co-related between them. Moreover, the change of \( x \) from \( x_2 \) to \( x_3 \) is paired or associated with the change of \( y \) from \( y_2 \) to \( y_3 \). In general, for each change of \( x \) from \( x_l \) to \( x_j \), there is a corresponding or associated change of \( y \) from \( y_l \) to \( y_j \) which correlated with it. We measure the change difference as the proportion of change of \( x \), and \( y \), that is \( x \)-homo pairing effect (\( \partial_x \)) and \( y \)-homo pairing effect (\( \partial_y \)), and their \( x \) and \( y \) mean homo pairing effect, \( \bar{\partial}_x \) and \( \bar{\partial}_y \) respectively.

\[
\partial_x = \frac{(x_l - x_j) - (y_l - y_j)}{(x_l - x_j)}
\]

\[
\bar{\partial}_x = \frac{1}{n - 1} \sum_{l=1}^{n} \frac{(x_i - x_j) - (y_l - y_j)}{(x_l - x_j)}
\]

\[
\partial_y = \frac{(y_l - y_j) - (x_l - x_j)}{(y_l - y_j)}
\]
Now, the methodological question is whether these pairing effects are moving together, i.e., correlated. The relationship between parameters \( \partial_x \) and \( \partial_y \) will indicate the pairing effect correlation of the observed variables \( x \) and \( y \). Therefore, to get the correlation between the two parameters, we use the common technique of standardised variance or the ratio of signals and their noises. That is, the covariance of \( \partial_x \) and \( \partial_y \), is given by

\[
\text{Cov}(\partial_x, \partial_y) = \frac{\sum (\partial_x - \bar{\partial}_x)(\partial_y - \bar{\partial}_y)}{n - 1}
\]

Now, the Homo-hetero pairing effect correlation coefficient, \( \Psi_b \) is given by,

\[
\Psi_b = \frac{\text{Cov}(\partial_x, \partial_y)}{\sigma_{\partial_x} \sigma_{\partial_y}}
\]

Since,

\[
\sigma_{\partial_x} = \sqrt{\frac{\sum (\partial_x - \bar{\partial}_x)^2}{n - 1}}, \quad \sigma_{\partial_y} = \sqrt{\frac{\sum (\partial_y - \bar{\partial}_y)^2}{n - 1}}
\]

Therefore,

\[
\Psi_b = \frac{\sum (\partial_x - \bar{\partial}_x)(\partial_y - \bar{\partial}_y)}{\left(\sqrt{\frac{\sum (\partial_x - \bar{\partial}_x)^2}{n - 1}}\right)\left(\sqrt{\frac{\sum (\partial_y - \bar{\partial}_y)^2}{n - 1}}\right)}
\]

The formula looks like the Pearson correlation coefficient but is quite different, this is the correlation of parameters \( \partial_{xi} \) and \( \partial_{yi} \) which built on the \( x \)-and \( y \)-homo change of the observed variables \( x \) and \( y \). The substituting the \( x \) and \( y \) in the parametric equation the formula will be
large and more complex to understand. Therefore, this parametric equation is more simplified and easy to use.

2.2. Meaning and Interpretation of \( \Psi_b \)

The homo-hetero pairing effect correlation coefficient or simply Bundala pairing effect (error) correlation coefficient is denoted by the Greek letter Psi, \( (\Psi_b) \). The subscript small \( b \) indicates the name of the author, Bundala. For simplicity, \( \Psi_b \) would be termed as Bundala’s Psi coefficient or Bundala pairing effect correlation coefficient. This correlation analysis measures the “homo-hetero pairing relationship” of the observed variables \( x \) and \( y \). The homo-hetero pairing relationship can be defined symbolically,

\[
( x_i \leftrightarrow x_j ) \leftrightarrow ( y_i \leftrightarrow y_j ).
\]

Where, \( ( x_i \leftrightarrow x_j ) \) is the \( x \)-homo pair and \( ( x_i - x_j ) \) is the \( x \)-homo pair effect (error), and \( ( y_i \leftrightarrow y_j ) \) is \( y \)-homo pair and \( ( y_i - y_j ) \) is the \( y \)-homo pairing effect. Therefore, \( ( x_i \leftrightarrow x_j ) \leftrightarrow ( y_i \leftrightarrow y_j ) \) is the homo-hetero, i.e., different homo-pairs \( ( x, y ) \). Technically, \( (\Psi_b) \) is based on the standardised covariance technique of the \( x \)-homo pairing effect and \( y \)-homo paring effect.

Logically, the \( (\Psi_b) \) it measures how the difference of change (effect) of one variable is correlated with the change (effect) of the other variables. That means it measures how accurately the “correlated variables are paired”. The higher \( \Psi_b \) indicates the pairing closeness or shortness of pairing distance which is a separation distance (effect) of the paired data. The lower \( \Psi_b \) indicates that the two variables are poorly paired. In practices, there is no benchmark value of \( \Psi_b \); it depends on the nature of the studies. In some studies the lower value of \( \Psi_b \) is desirable but in some studies is not desirable, and it is vice versa.

2.2.1 Meaning and Interpretation of \( \Psi_b \), when \( \Psi_b = 0 \) and \( r = 1 \)

Notably, if \( (\Psi_b) \) is interpreted along with the Pearson correlation coefficient, \( r \), the \( r \) with a higher \( (\Psi_b) \) will be considered the optimal or correct one. The values of \( \Psi_b \) range from \(-1 \) to \( 1 \), that is, \(-1 \leq \Psi_b \leq 1 \). Notably, if the observed variable \( x \) and \( y \) are perfectly correlated, that is, \( r = 1 \), then \( \Psi_b = 0 \). In other words, \( \Psi_b \) does not depend on \( r \). The value of \( \Psi_b \) can be 0 (perfectly unpaired) while \( r = 1 \) (perfectly paired). Considers a hypothetical example with data of paired variables \( x \) and \( y \) and parameters of \( \Psi_b \) in the hereunder table,

<table>
<thead>
<tr>
<th>( x )</th>
<th>( y )</th>
<th>( \delta x )</th>
<th>( a )</th>
<th>( \delta y )</th>
<th>( b )</th>
<th>( a.b )</th>
<th>( a^2 )</th>
<th>( b^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6</td>
<td>-5</td>
<td>0</td>
<td>0.83</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>12</td>
<td>-5</td>
<td>0</td>
<td>0.83</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>18</td>
<td>-5</td>
<td>0</td>
<td>0.83</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>24</td>
<td>-5</td>
<td>0</td>
<td>0.83</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>30</td>
<td>-5</td>
<td>0</td>
<td>0.83</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>36</td>
<td>-5</td>
<td>0</td>
<td>0.83</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>42</td>
<td>-5</td>
<td>0</td>
<td>0.83</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>48</td>
<td>-5</td>
<td>0</td>
<td>0.83</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>54</td>
<td>-5</td>
<td>0</td>
<td>0.83</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>60</td>
<td>-5</td>
<td>0</td>
<td>0.83</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

From the table,
The \( \Psi_b = 0 \), means that the data of the variable \( x \) and \( y \) are perfectly unpaired but are perfectly correlated (co-vary with zero homo-hetero pairing effects). That is, the \( x \) and \( y \)-homo pairing effects are not paired, hence not correlated, \( \Psi_b = 0 \). This can be checked by using \( x \) and \( y \)-homo pairing effect trends (Figure 1).

\[
\tilde{\delta}_x = \frac{1}{n-1} \sum_{i=1}^{n} \frac{(x_i - x_j) - (y_i - y_j)}{(x_i - x_j)} = -5
\]

\[
\tilde{\delta}_y = \frac{1}{n-1} \sum_{i=1}^{n} \frac{(y_i - y_j) - (x_i - x_j)}{(y_i - y_j)} = 0.83
\]

\[
\sum (\partial_{x_i} - \bar{\delta}_x)^2 = \sum a^2 = 0 \text{ and } \sum (\partial_{y_i} - \bar{\delta}_y)^2 = \sum b^2 = 0
\]

\[
\sum (\partial_{x_i} - \bar{\delta}_x)(\partial_{y_i} - \bar{\delta}_y) = \sum a. b = 0
\]

\[
\Psi_b = \frac{\sum (\partial_{x_i} - \bar{\delta}_x)(\partial_{y_i} - \bar{\delta}_y)}{\sqrt{\sum (\partial_{x_i} - \bar{\delta}_x)^2 \sum (\partial_{y_i} - \bar{\delta}_y)^2}} = \frac{0}{\sqrt{0.00}} = 0
\]

Figure 1 shows \( x \) and \( y \)-homo pairing effects trends. Both \( x \) and \( y \) homo pairing effects are constant, hence not correlated. That is, the mean \( x \)-homo pairing effect(error) is -5 which
indicates the \( x \) always changing (decreasing) with a constant ratio of 5, and the mean y-homo pairing effect (error) is 0.833 which indicates that the values of \( y \) are always or constantly changing (increasing) with a ratio of 0.833. Since all means of \( x \) and y-homo pairing effects (errors) are constant, there is no overlapping or down and upward co-movement of the observed variables \( x \) and \( y \); therefore, the straight lines are exhibited. That is, why the value of \( \Psi_b \) is equal to zero, meaning that there is no homo-hetero pairing effect because the \( x \) and y-homo pairing errors (standard deviation) are zero.

On the other hand, the Pearson correlation coefficient was calculated to re-check the concept of independence of \( \Psi_b \) on \( r \).

\[
 r = \frac{\sum (x_i - \bar{x})(y_i - \bar{y})}{\sqrt{\sum (x_i - \bar{x})^2 \sum (y_i - \bar{y})^2}}
\]

<table>
<thead>
<tr>
<th>( x )</th>
<th>( y )</th>
<th>( x_i - \bar{x} )</th>
<th>( y_i - \bar{y} )</th>
<th>( (x_i - \bar{x})^2 )</th>
<th>( (y_i - \bar{y})^2 )</th>
<th>( (x_i - \bar{x})(y_i - \bar{y}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6</td>
<td>-4.5</td>
<td>-27</td>
<td>20.25</td>
<td>729</td>
<td>121.5</td>
</tr>
<tr>
<td>2</td>
<td>12</td>
<td>-3.5</td>
<td>-21</td>
<td>12.25</td>
<td>441</td>
<td>73.5</td>
</tr>
<tr>
<td>3</td>
<td>18</td>
<td>-2.5</td>
<td>-15</td>
<td>6.25</td>
<td>225</td>
<td>37.5</td>
</tr>
<tr>
<td>4</td>
<td>24</td>
<td>-1.5</td>
<td>-9</td>
<td>2.25</td>
<td>81</td>
<td>13.5</td>
</tr>
<tr>
<td>5</td>
<td>30</td>
<td>-0.5</td>
<td>-3</td>
<td>0.25</td>
<td>9</td>
<td>1.5</td>
</tr>
<tr>
<td>6</td>
<td>36</td>
<td>0.5</td>
<td>3</td>
<td>0.25</td>
<td>9</td>
<td>1.5</td>
</tr>
<tr>
<td>7</td>
<td>42</td>
<td>1.5</td>
<td>9</td>
<td>2.25</td>
<td>81</td>
<td>13.5</td>
</tr>
<tr>
<td>8</td>
<td>48</td>
<td>2.5</td>
<td>15</td>
<td>6.25</td>
<td>225</td>
<td>37.5</td>
</tr>
<tr>
<td>9</td>
<td>54</td>
<td>3.5</td>
<td>21</td>
<td>12.25</td>
<td>441</td>
<td>73.5</td>
</tr>
<tr>
<td>10</td>
<td>60</td>
<td>4.5</td>
<td>27</td>
<td>20.25</td>
<td>729</td>
<td>121.5</td>
</tr>
<tr>
<td>Sum</td>
<td>330</td>
<td>0</td>
<td>0</td>
<td>82.5</td>
<td>2970</td>
<td>495</td>
</tr>
</tbody>
</table>

Now from the table, the Pearson correlation coefficient can be calculated by using the formula,

\[
 r = \frac{\sum (x_i - \bar{x})(y_i - \bar{y})}{\sqrt{\sum (x_i - \bar{x})^2 \sum (y_i - \bar{y})^2}}
\]

\[
(x_i - \bar{x})(y_i - \bar{y}) = 2310
\]

\[
\sum (x_i - \bar{x})^2 = 82.5, \quad \text{and} \quad \sum (y_i - \bar{y})^2 = 2970
\]

\[
 r = \frac{2310}{\sqrt{82.5 \times 2970}} = 1
\]

Therefore, we get \( r = 1 \) while \( \Psi_b = 0 \), this means that the data of the variables \( x \) and \( y \) are perfectly correlated, \( r = 1 \) (both are trending, i.e., moving positively upward) with no homo-hetero pairing effects, \( \Psi_b = 0 \) (Figure 2).
Figure 2 shows the graphical presentation of data from the observed variables \( x \) and \( y \) as described by the Pearson correlation analysis. The graph shows that the data are perfectly correlated as both are moving in the same direction, with a mean value of \( x, \bar{x} = 5.5 \) and mean value of \( y, \bar{y} = 33 \). The paired data \( x \) and \( y \) are perfectly fitted or matched about their respective means values, \( \bar{x} \) and \( \bar{y} \). Therefore, we conclude that where there is the perfect correlation of paired data \( x \) and \( y \), \( r = 1 \), then \( \Psi_b = 0 \).

### 2.2.2 Meaning and Interpretation of \( \Psi_b \), when \( \Psi_b \neq 0 \) and \( r \neq 1 \)

To get a clear and thorough meaning and interpretation of the concept of \( \Psi_b \) and \( r \), considers a more hypothetical example with empirical paired data that explains the conditions of \( \Psi_b \neq 0 \) and \( r \neq 1 \). The data and \( \Psi_b \) estimates parameters were provided hereunder in the table,

<table>
<thead>
<tr>
<th>( x )</th>
<th>( y )</th>
<th>( \bar{x}_x )</th>
<th>( \bar{y}_y )</th>
<th>( b )</th>
<th>( a \cdot b )</th>
<th>( a^2 )</th>
<th>( b^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>6</td>
<td>-0.50</td>
<td>0.33</td>
<td>0.279167</td>
<td>-0.09399</td>
<td>0.113347</td>
<td>0.077934</td>
</tr>
<tr>
<td>5</td>
<td>9</td>
<td>-1.00</td>
<td>0.5</td>
<td>0.449167</td>
<td>-0.3758</td>
<td>0.700017</td>
<td>0.201751</td>
</tr>
<tr>
<td>4</td>
<td>7</td>
<td>-0.5</td>
<td>0.33</td>
<td>0.279167</td>
<td>-0.09399</td>
<td>0.113347</td>
<td>0.077934</td>
</tr>
<tr>
<td>6</td>
<td>10</td>
<td>0.25</td>
<td>-0.33</td>
<td>-0.38083</td>
<td>-0.15741</td>
<td>0.170842</td>
<td>0.145034</td>
</tr>
<tr>
<td>10</td>
<td>13</td>
<td>0.22</td>
<td>-0.29</td>
<td>-0.34083</td>
<td>-0.13065</td>
<td>0.146942</td>
<td>0.116167</td>
</tr>
<tr>
<td>19</td>
<td>20</td>
<td>-0.09</td>
<td>0.07333</td>
<td>0.029167</td>
<td>0.002139</td>
<td>0.005377</td>
<td>0.000851</td>
</tr>
<tr>
<td>53</td>
<td>57</td>
<td>0.09</td>
<td>0.25333</td>
<td>-0.11</td>
<td>-0.16083</td>
<td>-0.04074</td>
<td>0.064176</td>
</tr>
<tr>
<td>32</td>
<td>38</td>
<td>-0.37</td>
<td>-0.20667</td>
<td>0.219167</td>
<td>-0.0453</td>
<td>0.042712</td>
<td>0.048034</td>
</tr>
<tr>
<td>62</td>
<td>79</td>
<td>0.17</td>
<td>0.33333</td>
<td>-0.2</td>
<td>-0.25083</td>
<td>-0.08361</td>
<td>0.111109</td>
</tr>
<tr>
<td>86</td>
<td>99</td>
<td>0.15</td>
<td>0.31333</td>
<td>-0.17</td>
<td>-0.22083</td>
<td>-0.06919</td>
<td>0.098176</td>
</tr>
<tr>
<td>11</td>
<td>35</td>
<td>0.11</td>
<td>0.27333</td>
<td>-0.13</td>
<td>-0.18083</td>
<td>-0.04943</td>
<td>0.074709</td>
</tr>
<tr>
<td>20</td>
<td>43</td>
<td>-0.49</td>
<td>-0.32667</td>
<td>0.33</td>
<td>0.279167</td>
<td>-0.0912</td>
<td>0.106713</td>
</tr>
<tr>
<td>57</td>
<td>98</td>
<td>Sum</td>
<td></td>
<td>-1.22917</td>
<td>1.747467</td>
<td>0.915892</td>
<td></td>
</tr>
</tbody>
</table>
From the table the $\Psi_b$ can be calculated by using the formula,

$$\Psi_b = \frac{\sum (\partial_{xl} - \bar{\partial}_x)(\partial_{yl} - \bar{\partial}_y)}{\sqrt{\sum (\partial_{xl} - \bar{\partial}_x)^2 \sum (\partial_{yl} - \bar{\partial}_y)^2}}$$

$$= \frac{\sum (\partial_{xl} - \bar{\partial}_x)^2 = \sum a^2 = 1.747467 \; \text{and} \; \sum (\partial_{yl} - \bar{\partial}_y)^2 = \sum b^2 = 0.915892}{\sum (\partial_{xl} - \bar{\partial}_x)(\partial_{yl} - \bar{\partial}_y) = \sum a.b = -1.22917}$$

$$= \frac{-1.22917}{\sqrt{1.747467 \times 0.915892}} = -0.9715$$

Now, we get $\Psi_b = -0.9715$ indicating that the changes (increase and decrease) of $x$ and $y$ are pairing oppositely. That is, the homo-hetero pairing effect is negative (when a change of $x$ is up, the change of $y$ is down). This movement cannot be shown or detected in this Pearson correlation analysis; however, it is evidenced when the $x$ and $y$-homo pairing effect trending in Bundala pairing correlation analysis is established (Figure 3).

![Data Trending](image)

Source: Author (2022)

Figure 3: The $x$ and $y$-homo pairing effects trending in Bundala correlation analysis

Figure 3 shows the data trending of the $x$ and $y$-homo pairing effects of variables $x$ and $y$ respectively. It detects the homo effects of the variables $x$ and $y$ as they move up (increasing and decreasing). The graph shows how the homo pairing effects/changes of $x$ and $y$ is going up and down as they move together upwards. The graph depicts the mean $x$- homo pairing effects, $\bar{\partial}_x$ is
−0.1625. This means that \( x \) changes are decreasing at the ratio or constant values of 0.1625. On the other hand, the mean \( y \)-homo pairing effects of \( y \), \( \bar{\delta}_y \) is 0.0518. This means, that values of \( y \) are increasing positively by a constant ratio \( \bar{\delta}_y = 0.0518 \). Because, \( \bar{\delta}_x \neq \bar{\delta}_y \) then there are unequal up and down movements of \( x \) and \( y \)-homo pairing changes/effects of variables \( x \) and \( y \).

On the other hand, we use the same data we computed the Pearson correlation coefficient, \( r \) by using the formula, the condition is \( r \neq 1 \).

\[
r = \frac{\sum(x_i - \bar{x})(y_i - \bar{y})}{\sqrt{\sum(x_i - \bar{x})^2 \sum(y_i - \bar{y})^2}}
\]

The hypothetical empirical data and estimates parameters of \( r \) are presented in the table hereunder,

<table>
<thead>
<tr>
<th>( x )</th>
<th>( y )</th>
<th>( x_i - \bar{x} )</th>
<th>( y_i - \bar{y} )</th>
<th>( (x_i - \bar{x})^2 )</th>
<th>( (y_i - \bar{y})^2 )</th>
<th>( (x_i - \bar{x})(y_i - \bar{y}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>6</td>
<td>-27.42</td>
<td>-33.54</td>
<td>751.8564</td>
<td>1124.9322</td>
<td>919.6668</td>
</tr>
<tr>
<td>5</td>
<td>9</td>
<td>-25.42</td>
<td>-30.54</td>
<td>646.1764</td>
<td>932.6916</td>
<td>776.3268</td>
</tr>
<tr>
<td>4</td>
<td>7</td>
<td>-26.42</td>
<td>-32.54</td>
<td>698.0164</td>
<td>1058.8522</td>
<td>859.7068</td>
</tr>
<tr>
<td>6</td>
<td>10</td>
<td>-24.42</td>
<td>-29.54</td>
<td>596.3364</td>
<td>872.6116</td>
<td>721.3668</td>
</tr>
<tr>
<td>10</td>
<td>13</td>
<td>-20.42</td>
<td>-26.54</td>
<td>416.9764</td>
<td>704.3716</td>
<td>541.9468</td>
</tr>
<tr>
<td>19</td>
<td>20</td>
<td>-11.42</td>
<td>-19.54</td>
<td>130.4164</td>
<td>381.8116</td>
<td>223.1468</td>
</tr>
<tr>
<td>53</td>
<td>57</td>
<td>22.58</td>
<td>17.46</td>
<td>509.8564</td>
<td>304.8516</td>
<td>394.2468</td>
</tr>
<tr>
<td>32</td>
<td>38</td>
<td>1.58</td>
<td>-1.54</td>
<td>2.4964</td>
<td>2.3716</td>
<td>-2.4332</td>
</tr>
<tr>
<td>62</td>
<td>79</td>
<td>31.58</td>
<td>39.46</td>
<td>997.2964</td>
<td>1557.0922</td>
<td>1246.147</td>
</tr>
<tr>
<td>86</td>
<td>99</td>
<td>55.58</td>
<td>59.46</td>
<td>3089.1364</td>
<td>3535.4922</td>
<td>3304.7872</td>
</tr>
<tr>
<td>11</td>
<td>35</td>
<td>-19.42</td>
<td>-4.54</td>
<td>377.1364</td>
<td>20.6116</td>
<td>88.1668</td>
</tr>
<tr>
<td>20</td>
<td>43</td>
<td>-10.42</td>
<td>3.46</td>
<td>108.5764</td>
<td>11.9716</td>
<td>-36.0532</td>
</tr>
<tr>
<td>57</td>
<td>98</td>
<td>26.58</td>
<td>58.46</td>
<td>706.4964</td>
<td>3417.5722</td>
<td>1553.867</td>
</tr>
<tr>
<td><strong>Sum</strong></td>
<td><strong>-</strong></td>
<td><strong>-</strong></td>
<td><strong>-</strong></td>
<td><strong>9030.773</strong></td>
<td><strong>13925.23</strong></td>
<td><strong>10590.89</strong></td>
</tr>
</tbody>
</table>

Now from the table, compute the Pearson correlation coefficient by using the formula,

\[
r = \frac{\sum(x_i - \bar{x})(y_i - \bar{y})}{\sqrt{\sum(x_i - \bar{x})^2 \sum(y_i - \bar{y})^2}}
\]

\[
\sum(x_i - \bar{x})(y_i - \bar{y}) = 10590.89
\]

\[
\sum(x_i - \bar{x})^2 = 9030.773, \quad \text{and} \quad \sum(y_i - \bar{y})^2 = 13925.23
\]

\[
r = \frac{10590.89}{\sqrt{9030.773 \times 13925.23}} = 0.9444
\]
From these calculations, $r = 0.9444$ indicates that the paired data are highly correlated in positive ways, and that, the trending changes are done in the same direction (either decreasing or increasing are occurring in the same directions). In other words, the paired data are increasing simultaneously or decreasing simultaneously. But how many degrees of change differences (decreases and increases) of the paired data are co-vary? This question is not answered in $r$ but it answered in $\Psi_b$. In other words, the question can be asked how the $x$ and $y$ perfectly fit relative to their means values. The paired data trending graph is the best way of interpreting the data (trending) behaviour in $r$, which indicates either the data $x$ and $y$ are increasing simultaneously or decreasing simultaneously (Figure 4).
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<table>
<thead>
<tr>
<th>Scores</th>
<th>Number of observations/trials</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>20</td>
<td>2</td>
</tr>
<tr>
<td>40</td>
<td>3</td>
</tr>
<tr>
<td>60</td>
<td>4</td>
</tr>
<tr>
<td>80</td>
<td>5</td>
</tr>
<tr>
<td>100</td>
<td>6</td>
</tr>
<tr>
<td>120</td>
<td>7</td>
</tr>
</tbody>
</table>

$r = 0.9444$                 $\Psi_b = -0.9715$

$\bar{x} = 28.3077$        $\bar{y} = 39.5385$

Source: Author (2022)

Figure 4: The data trending in the Pearson correlation analysis

Figure 4 shows how $x$ and $y$ are trending positively. The data are trending up and down in a positive way, hence a positive $r = 0.9444$. That is, the data are increasing and decreasing simultaneously. The data changes are associated with unequal paired increments which are explained in $\Psi_b$. The graph shows the data moving in the same direction, with a mean value of $x$, $\bar{x} = 28.3077$ and mean value of $y$, $\bar{y} = 39.5385$. The paired data $x$ and $y$ are highly fitted to their respective means values, $\bar{x}$ and $\bar{y}$.

### 2.2.3 Meaning and Interpretation of $\Psi_b$, when $\bar{\delta}_x = \bar{\delta}_y = 0$

When $\bar{\delta}_x = \bar{\delta}_y = 0$, we get a single straight line separator which combines both $x$ and $y$-homo pairing effects of variables $x$ and $y$. When the both $\bar{\delta}_x$ and $\bar{\delta}_y$ are equal to zero, then, $\Psi_b = 0$ and $r = 1$ (Figure 6). Consider the hypothetical empirical data and the $x$ and $y$-homo pairing effects of the variable $x$ and $y$ in the table below,
Computing the $\Psi_b$ and $r$ from the above data we get, $\Psi_b = 0$ and $r = 1$. Since the $\partial_x = 0$ and $\partial_y = 0$, the $x$ and $y$-homo pairing effect trend cannot be established, instead of the data trending of the Pearson correlation analysis (Figure 5).

<table>
<thead>
<tr>
<th>$x$</th>
<th>$y$</th>
<th>$\partial_x$</th>
<th>$\partial_y$</th>
</tr>
</thead>
<tbody>
<tr>
<td>11</td>
<td>8</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>4</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>6</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>5</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>7</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>3</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>12</td>
<td>9</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Source: Author (2022)

Figure 5: The data trending in the Pearson correlation analysis

Figure 5 evidences the co-movement of the paired data is equal in magnitude and direction. The $x$ and $y$-homo pairing effects are equal, that is, $-\partial_x = -\partial_y$ and $\partial_x = \partial_y$. Therefore, the mean $x$ and $y$-homo pairing is zero ($\bar{\partial}_x = \bar{\partial}_y = 0$), hence $\Psi_b = 0$. The graph shows the data moving in the same direction, with a mean value of $x$, $\bar{x} = 9$ and mean value of $y$, $\bar{y} = 6$. The paired data $x$ and $y$ are perfectly fitted to their respective means values, $\bar{x}$ and $\bar{y}$.

2.2.4 Meaning and Interpretation of $\Psi_b$, when $\Psi_b = 1$ and $r \neq 1$

When there is a perfect homo-hetero pairing effects of the two variables, $x$ and $y$, $\Psi_b = 1$. This does not grant $r = 1$. Consider the hypothesis empirical data and their $x$ and $y$-homo pairing effects in the table below,
From the table, we compute the homo-hetero pairing effect coefficient, $\Psi_b$ and the Pearson correlation coefficient, $r$. The $\Psi_b = 1$ and the $r = 0.5140$. The $\bar{\alpha}_x$ is 0.8 and $\bar{\alpha}_y$ is 1.76 (Figure 6).

<table>
<thead>
<tr>
<th>$x$</th>
<th>$y$</th>
<th>$\bar{\alpha}_x$</th>
<th>$\bar{\alpha}_y$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>7</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>7</td>
<td>2</td>
<td>-4</td>
<td>0.8</td>
</tr>
<tr>
<td>9</td>
<td>12</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>12</td>
<td>9</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>10</td>
<td>11</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 6 shows $x$ and $y$-homo pairing effects trending of variables $x$ and $y$ respectively. The figure shows the perfect homo-hetero pairing effect coefficient, $\Psi_b = 1$, and $r = 0.5140$. The graph depicts the mean $x$-homo pairing effects, $\bar{\alpha}_x$ is 0.8. This means that $x$ changes are decreasing at the ratio or constant values of 0.8. On the other hand, the mean $y$-homo pairing effects of $y$, $\bar{\alpha}_y$ is 1.76. This means, that values of $y$ are increasing positively by a constant ratio $\bar{\alpha}_y = 1.76$. This evidences that the perfect homo-hetero pairing effect correlation of the two variables, $x$ and $y$, does not guarantee for perfect Pearson correlation of the variables.

Source: Author (2022)
2.3. Relationship Between \( r \) and \( \Psi_b \)

The Pearson correlation coefficient, \( r \) measures the “degree (strength) and direction of the co-
variation of the \( x \) and \( y \) about their means \( \bar{x} \) and \( \bar{y} \) values respectively. The direction measure in \( r \)
is indicating the “trend direction” of the paired data. Therefore, the paired data can be trending in
a negative direction (negative \( r \)), or trending in a positive direction (positive \( r \)). On the other, the
Bundala’s Psi coefficient, \( \Psi_b \) measures the strength (pairing distance between the changes/effects of \( x \) and \( y \)) and direction of the co-variation of the \( x \)-homo pairing effects, \( \partial_x \)
and \( y \)-homo pairing effect, \( \partial_y \), about their means homo pairing effects, \( \bar{\partial}_x \) and \( \bar{\partial}_y \), respectively. The direction measured in \( \Psi_b \) indicate the pairing direction or relationship of the paired data \( x \) and \( y \). That is, the opposite direction of the pairing effects or changes of \( x \) and \( y \) indicated by negative \( \Psi_b \), and the change of \( x \) and \( y \) occurs in the same direction (either increasing or decreasing) together, the value of \( \Psi_b \) is positive.

Both \( r \) and \( \Psi_b \) can be used to measure the correlation behaviour or information of the observed
data, but \( \Psi_b \) explains how the observed data are “paired”, that is the degree and direction of the
pairing effect. Advantageously, \( \Psi_b \) can be used to check the robustness and perfectness of the \( r \)
accuracy of co-movement of \( x \) and \( y \) as indicated by the dispersion (error) of the increase or
decrease of the observed data in the pair. Noting that the co-movement of the paired variable \( x \)
and \( y \), increase or decrease may not always equal, i.e., \( (x_i - x_j) = (y_i - y_j) \), it sometimes
defers in size or magnitude, although are moving in the same direction, i.e., \( (x_i - x_j) \neq (y_i - y_j) \). The variances or deviation of the magnitude change (decrease and increases) are
detected by \( \Psi_b \). In other words, if the \( \Psi_b \) is related to the \( r \), the value of \( \Psi_b \) will indicate or
measures the variance or variation of the changes (perfectness) of the observed variable \( x \) and \( y \),
as the \( \Psi_b \) measures the correlation of the difference or error pairing in \( r \).

Technically, \( \Psi_b \) can be used to indicate or measure the pairing error in \( r \). In this case, the \( r \) can
be positive indicating that the data are either increasing or decreasing in the same direction but
does not describes or explains the level or degree of the decrease of \( x \) and \( y \) or increase \( x \) and \( y \)
are different or co-vari. In this case, it is impossible to identify the enabler and enabled factor or
variable in \( r \). In practice, \( r \) may be positive but \( \Psi_b \) is negative, which indicates that with either
increase or decrease of paired variable \( x \) and \( y \), the homo pairing change effect of observed
variables \( x \) and \( y \) changes oppositely (\( \partial_x \) going up and \( \partial_y \) going down). On the other hand, the \( r \)
can be positive with a positive \( \Psi_b \), indicates that either increase or decrease of paired variables \( x \)
and \( y \), the homo pairing effect (error) changes in the same direction (\( \partial_x \) and \( \partial_y \) upwards \( \partial_x \)and \( \partial_y \) downwards). And, the \( r \) can be negative and \( \Psi_b \) is positive, indicates that the data are oppositely
changes (decrease or increases) while the magnitude or size of the changes is positively co-vary
or related; they are going (moving) up (increase) and down (decrease) together. Also, the
negative $r$ can be associated with negative $\Psi_b$ indicates that the data are oppositely changing and the homo pairing effect also is moving oppositely ($\partial_x$ is going up and $\partial_y$ is going down).

Generally, we can conclude that there is no either magnitude (strength) or directional relationship between Pearson correlation coefficient, $r$, and Bundala pairing correlation coefficient, $\Psi_b$. The $r$ can be higher and $\Psi_b$ is higher, or $r$ is higher but $\Psi_b$ is low and it is true and vice versa. Moreover, the $r$ can be negative while $\Psi_b$ positive or negative. This is because the $\Psi_b$ does depends on $r$.

2.4. Enabler and Enabled Variable or Factor

Consider two correlated data, $x$ and $y$ in the paired data array. The methodological question is which between the two variables $x$ and $y$, one is the enabler of the other variable (enabled variable)? This question traditionally was talked about by using experience or skills on the attributes of the variables in the study. This study introduces a new scientific way of identifying the enabler and enabled variables. The basic principle underpinning this concept is that the enabler should be totally or wholly absorbed in the enabled variable (Kenny, 1979; Onwuegbuzie and Daniel, 1999). In non-technical language, the enabler variable is a sub-part or element of the enabled variable. If $x$ is the enabler variable of $y$, then, the following “pair-rule” would be adhered to, that $x \leftrightarrow y, x < y; x \rightarrow y$. This means, that the value of $x$ is less than the value of $y$ and is totally or wholly absorbed in the value of $y$, i.e., $y > x$. On the other hand, if $y$ is an enabler of $x$, then, the paired relationship will adhere to $x \leftrightarrow y, x > y; x \leftarrow y$. That is, if the value of $y$ is less than $x$ than $y$, then $y$ is totally and wholly absorbed in the value of $x$, i.e., $y < x$; this is the mathematical reasoning. In logical reasoning, take an example of the pairing relationship between the risk factors of the infection of TB and HIV. Using the “pair-rule”, that is,

$$\text{TB} \leftrightarrow \text{HIV}, \text{TB} > \text{HIV}; \text{TB} \leftarrow \text{HIV}$$

This means, in clinical language or reasoning, HIV is one of the clinical symptoms or signs of TB. Therefore, HIV is a sub-part or element of the symptoms or signs (risk factors) of TB. Now, alternatively,

$$\text{TB} \leftrightarrow \text{HIV}, \text{TB} < \text{HIV}; \text{TB} \rightarrow \text{HIV}$$

This means that if the risk factor of TB is less than the risk factors of HIV, then the risk factors of TB are part of the risk factors (symptoms and signs) of HIV. In other words, the risk factors of TB are the enabler factors or variables of HIV, and therefore HIV is the enabled variable (factor). For paired data (homo-hetero paired data) the enabler and enabled are identified with the same principle, but the mean $x$ and $y$- homo pairing effect are applied. That is when $x$ is an enabler of $y$ the pairing rule is given by, $\tilde{\partial}_x \leftrightarrow \tilde{\partial}_y, \tilde{\partial}_x > \tilde{\partial}_y; x \leftrightarrow y$ and when $x$ is an enabler of $y$ the pairing rule is given by $\tilde{\partial}_x \leftrightarrow \tilde{\partial}_y, \tilde{\partial}_x < \tilde{\partial}_y; x \rightarrow y$. For more clarity, take examples from Figures 1 and 5. In Figure 1, the data have $r = 1$ and $\Psi_b = 0$. The mean homo paring effect for $x$ and $y$ are -5 and 0.833 respectively. Using the pair-rule we can identify the enabler and enabled variable, that is, $\bar{\partial}_x = -5$ and $\bar{\partial}_y = 0.833$, then,

$$\tilde{\partial}_x \leftrightarrow \tilde{\partial}_y, -5 > 0.833; x \leftrightarrow y: \text{Not true}$$
\( \bar{\delta}_x \leftrightarrow \bar{\delta}_y, -5 < 0.833; x \rightarrow y: \text{True} \)

Now, from this example, we identify that \( x \) is an enabler factor or variable and \( y \) is the enabled factor or variable. That is, the change of the \( x \) will influence or enable \( y \) to change. The nature of change can be determined by the mean homo-hetero deviation, denoted as \( \bar{\sigma}_b \); this is the enabling effect value, or simply the enabler value. It is calculated by using the formula,

\[
\bar{\delta}_y - \bar{\delta}_x = \bar{\sigma}_b; \text{If } x \text{ is an enabler factor/variable}
\]

\[
\bar{\delta}_x - \bar{\delta}_y = \bar{\sigma}_b; \text{If } y \text{ is an enabler factor/variable}
\]

Now, using the mean homo-hetero deviation equations, enabling effect value is obtained from the formula, \( \bar{\delta}_y - \bar{\delta}_x = \bar{\sigma}_b \), since \( x \) is an enabler factor; \( \bar{\delta}_x = -5 \) and \( \bar{\delta}_y = 0.833 \), we get, \( 0.833 - (-5) = 5.833 \). This implies that the increases in effects of \( x \) are positively influenced by the increases in effects of \( y \). The 5.833 indicates the trending-off effect value over the \( y \)-homo pairing effect. This extra mean value of \( y \) is totally and wholly absorbed in the value of \( x \), to affect it (enabling it to change). This is why the Pearson correlation is positive. This value is always positive and indicates the positive or enabling effect of the variable. Furthermore, take another example in Figure 5 where \( r = 1, \Psi_b = 0, \bar{\delta}_x = 0 \) and \( \bar{\delta}_y = 0 \). From the pair-rule, since all the values of homo pairing changes in \( x \) and \( y \) are zero, indicating that the data has no homo-hetero pairing effect (\( x \) and \( y \) are not paired). The change of \( x \) is not paired with the change of \( y \). That is why we say the paired data \( x \) and \( y \) have no homo-hetero pairing relationship because \( \Psi_b = 0 \). A question to ask is, which enabler and enabled variable? When \( \Psi_b = 0 \), there is a relationship between the enabler and enabled variable in the linear modelling. The mean homo-hetero deviation value is zero, which explains that there is no trending-off change value of either the \( x \) or \( y \)-homo pairing effect on \( y \) or \( x \) respectively. No variable its effect exceeds the other. The enabling effect of each variable is zero. These kinds of data are either all dependent or independent variables or all are enablers or enabled variables.

Let’s learn a more example in Figure 3, in which \( r = 0.9444, \Psi_b = -0.9715, \bar{\delta}_x = -0.1625 \) and \( \bar{\delta}_y = 0.0518 \). In this case, the paired data of the observed variables \( x \) and \( y \) are positively correlated since it has a positive value of \( r = 0.9444 \). On the other hand, the paired data has a negative highly pairing relationship since it has negative values of \( \Psi_b = -0.9715 \). This means the positive correlation of \( x \) and \( y \) is associated with opposite changes in the homo pairing effects of \( x \) and \( y \). The data are paired in a negatively way. That is, there is an enabler and enabled variable. Using the pair-rule, that is,

\[
\bar{\delta}_x \leftrightarrow \bar{\delta}_y, \bar{\delta}_x > \bar{\delta}_y; x \leftarrow y: \text{If } y \text{ in an enabler variable of } x
\]

\[
\bar{\delta}_x \leftrightarrow \bar{\delta}_y, = -0.1625 > 0.0518; x \leftarrow y: \text{Not true}
\]

\[
\bar{\delta}_x \leftrightarrow \bar{\delta}_y, \bar{\delta}_x < \bar{\delta}_y; x \rightarrow y: \text{If } x \text{ is an enabler variable of } y
\]

\[
\bar{\delta}_x \leftrightarrow \bar{\delta}_y, -0.1625 < 0.0518; x \rightarrow y: \text{True}
\]
Therefore, the $x$ is an enabler variable of the variable $y$. Now use the mean homo-hetero deviation to calculate the enabler value or enabling effect value.

Since $x$ is an enabler variable of variable $y$, then we used, 

$$0.0518 - (-0.1625) = 0.2143$$

We notice that the increase of the change of the $x$ variable positively influences the change of variable $y$. The trending-off change value of 0.2143 indicates the enabling effect value of the variable $x$ on $y$. The higher the trending-off change values the stronger the enabling effect. Hence, we conclude that $x$ and $y$ are positively correlated with a highly negative homo-hetero pairing effect correlation.

2.5. Statistical Significance Test

It is a formal procedure of comparing the observed data with a claimed truth (hypotheses) (Moore, Notz and Flinger, 2013). Therefore, the statistical significance test aims to draw statistical or empirical evidence (inference) that the claimed hypotheses are representing the population of the study sample. The common statistical significance is the student $t$-test which is suitable or appropriate for small sample size, in practice, not more than 30 observations because as the sample becomes large the sample becomes normally distributed according to the central limit theorem and therefore is approximated to $z$-tests, and becomes relevant for a normal distribution (Moore, et al. 2013). The assumption of $\Psi_b$ is that the observed variables $x$ and $y$ are linearly pairing or matched variables, therefore the appropriate statistical significance test is the homo-hetero paired $t$-test, modified from the normally paired $t$-test (Moore, et al. 2013). That is,

$$t_{\Psi_b} = \frac{\sum(x_{it} - y_{it}) \sqrt{n - 1}}{\sqrt{n \sum(x_{it} - y_{it})^2 - (\sum(x_{it} - y_{it}))^2}} \sim t(n - 1)df$$

Where $t(n - 1)df$ is the degree of freedom, given by $n - 1$.

2.6. Hypotheses Test

The hypothesis is the tentative solution or claimed truth of the problem on hand (Paiva, 2020). The hypotheses are of two types, null hypothesis ($H_0$) which is a negation statement about the claimed truth or expected facts. By default, the null hypothesis is represented with a negative statement about the fact in the issue (Massey and Miller, n.d). The second hypothesis is an alternative hypothesis or research hypothesis put down or described by a researcher concept. It is denoted by $(H_1) or (H_3)$. It is a positive statement that explains the attentive solution to the research problem (Massey and Miller, n.d; Paiva, 2020). The alternative hypothesis $H_1$ can be formulated in three forms; it can follow the upper-tailed, lower-tailed and two-tailed tests (Paiva, 2020; Massey and Miller, n.d). For example, a researcher may want to know if $H_0: t_{\Psi_b} = t_{\alpha/2}$ for the null hypothesis and set an alternative $H_1: t_{\Psi_b} \neq t_{\alpha/2}$ (two-tailed test). The alternative
hypothesis $H_1: t_{\psi_b} \neq t_{\alpha/2}$ can be further decomposed into two tests, upper (right)-tailed test ($H_1: t_{\psi_b} > t_{\alpha}$) and lower (left)-tailed test ($H_1: t_{\psi_b} < t_{\alpha}$). Where \( t_{\psi_b} \), \( t_{\alpha/2} \) and \( t_{\alpha} \) are computed statistic t-values and critical statistics t-value in a two (left and right)-tailed test and one-tailed test respectively.

2.7. Bundala’s Ratios of Linear Correlation (Modelling)

Bundala’s ratios or values are ratios that describe the conditions for optimality and empirical validity of the linear correlation techniques or models. The ratios are based on the relationship between true enabler (independent) and true enabled (dependent) variables in the linear modelling. The ratios are called by the name of the author to make them distinctive from other common ratios. There are two ratios developed by the author, which are the Gamma ratio (\( \Gamma_b \)) and Zeta ratio (\( Z_b \)). They are explained in detail in the next sections.

2.7.1. Gamma Ratio (Value)

The Bundala’s gamma value or ratio (\( \Gamma_b \)) is the ratio used to identify or classify the enabler variables into either dependent or optimal independent variables. In other words, it is the test of independence of the variables for linear modelling (regression). In linear modelling, the enabler variables can be either dependent or independent variables.

Let \( x \) and \( y \) be two paired variables, that if \( x \) is an enabler variable of \( y \), then, \( x \rightarrow y \) and its regression model or function is \( y = a_1 + b_1 x \), and when \( y \) is an enabler of \( x \), that \( x \leftarrow y \), the regression equation becomes \( x = a_2 + b_2 y \). From the concept of Bundala’s Gamma ratio, \( \Gamma_b \)

\[
\Gamma_b = \frac{\text{Regression Coef. when enabled variable (y) is independent}}{\text{Regression Coef. when enabler variable (x) is independent}} \]

\[
\Gamma_b = \frac{\text{Coef.} y}{\text{Coef.} x} = \frac{b_2}{b_1}
\]

The coefficient of the linear equation \( y = a_1 + b_1 x \) and \( x = a_2 + b_2 y \) can be written in expanded form, that is,

\[
b_1 = \frac{n(\sum xy) - (\sum x)(\sum y)}{n(\sum x^2) - (\sum x)^2}
\]

\[
b_2 = \frac{n(\sum xy) - (\sum x)(\sum y)}{n(\sum y^2) - (\sum y)^2}
\]

Therefore,

\[
\Gamma_b = \frac{\text{Coef.} y}{\text{Coef.} x} = \frac{b_2}{b_1} = \frac{(n(\sum xy) - (\sum x)(\sum y))}{(n(\sum y^2) - (\sum y)^2)} \cdot \frac{(n(\sum x^2) - (\sum x)^2)}{(n(\sum xy) - (\sum x)(\sum y))}
\]
This can be simplified to,

\[ \Gamma_b = \frac{n(\sum x^2) - (\sum x)^2}{n(\sum y^2) - (\sum y)^2}, \text{if } x \text{ is an enabler of } y \]

\[ \Gamma_b = \frac{n(\sum y^2) - (\sum y)^2}{n(\sum x^2) - (\sum x)^2}, \text{if } y \text{ is an enabler of } x \]

Alternatively, the \( \Gamma_b \) can be computed using the concept of the total sum of the squares errors (TSSE) and total mean squares errors (TMSE) of the linear modelling (regression). That is,

\[ \Gamma_b = \frac{\text{TSSE or TMSE of regression model when enabled variable (y) is independent}}{\text{TSSE or TMSE of regression model when enabled variable (x) is independent}} \]

\[ \Gamma_b = \frac{\text{TSSE}_x}{\text{TSSE}_y} = \frac{\text{TMSE}_x}{\text{TMSE}_y} = \frac{\sum_{i=1}^{n}(x_i - \bar{x})^2}{\sum_{i=1}^{n}(y_i - \bar{y})^2}; \text{ if } x \text{ is an enabler variable} \]

\[ \Gamma_b = \frac{\text{TSSE}_y}{\text{TSSE}_x} = \frac{\text{TMSE}_y}{\text{TMSE}_x} = \frac{\sum_{i=1}^{n}(y_i - \bar{y})^2}{\sum_{i=1}^{n}(x_i - \bar{x})^2}; \text{ if } y \text{ is an enabler variable} \]

That is, if \( \Gamma_b \) implies \( x \) is an enabler of \( y \), then \( \Gamma_b^{-1} \) implies that \( y \) is an enabler of \( x \).

Specifically, \( \Gamma_b \) is used to evaluate the validity of the enabler variable to qualify for “an optimal independent variable”. The optimal or true independent is the variable that maximises the output (dependent) with fewer predictive errors or noise. Therefore, it is possible by using Bundala’s Gamma value or ratio to identify the dependent and independent variables in the correlation analysis or linear modelling. The optimal range (true independent variable) of Bundala’s gamma value \( \Gamma_b \) is from 0 to 1, that is \( 0 < \Gamma_b < 1 \). If \( \Gamma_b = 0 \) or \( \Gamma_b = 1 \) indicates the data are not paired; hence there is no effect of enabler and enabled variables, and if the \( \Gamma_b > 1 \) the variable \( x \) is not a true enabler or not a truly independent variable, it is an enabled (dependent) variable. Therefore, the Bundala Gamma value can be the most applicable statistical test in regression modelling/linear modelling to identify the optimal dependent and independent variables if they are wrongly regressed. It is an appropriate test to identify scientifically, the optimal independent and dependent variables in linear modelling.

2.7.2. Zeta Ratio (Value)

Bundala’s Zeta ratio of the linear correlation (\( Z_b \)) describes the empirical relevance of the linear models, such regressions model. The ratio is taken as the percentage of the value of a unit contribution or impact of the true enabler (optimal independent) variable on the true enabled (dependent) variable when the true enabler variable takes the value of 0 and 1, that is, \( x (0, 1) \). This ratio can be derived from the general linear equation,
Therefore, the Zeta value or ratio is calculated by using the formula,

\[ Z_b = \frac{f(1) - f(0)}{f(1)} \]

If the linear equation is reduced to simple regression with one dependent and one independent variable, the Zeta value or ratio is calculated as

\[ Z_b = \frac{\sum_{i=1}^{n} \beta_i + \beta_0 - \beta_0}{\sum_{i=1}^{n} \beta_i + \beta_0} = \frac{\sum_{i=1}^{n} \beta_i}{\sum_{i=1}^{n} \beta_i + \beta_0} \]

Where \( \beta_i \) and \( \beta_0 \) are beta coefficient and y-intercept or regression constant values respectively; \( \beta_i \) and \( \beta_0 \) are calculated as

\[ \beta_i = \frac{n(\sum x_i y_i) - (\sum x_i)(\sum y_i)}{n(\sum x_i^2) - (\sum x_i)^2} \]

\[ \beta_0 = \frac{1}{n} \sum_{i=1}^{n} y_i - \beta_i \frac{1}{n} \sum_{i=1}^{n} x_i \]

The value of \( Z_b \) can take positive or negative values but never becomes zero. Positive values indicate the true enabler (optimal independent) variables in the model have a positive empirical impact on the true enabled (dependent) variable. Moreover, if the value is negative implies that the true enabler variable has a negative empirical impact on the dependent variable. The constant value \( \beta_0 \) is the value where the true enabler variables do not exist or are valued at zero scores. The interpretation of the Zeta ratio follows the following rule, when \( \beta_0 = \beta_i \) or \( \beta_0 < \sum_{i=1}^{n} \beta_i \) for multiple regression) , the \( Z_b \) value is 0.5, therefore, the recommended \( Z_b \) value is at least 0.5 which indicates that \( \beta_0 < \beta_i \) or \( \beta_0 < \sum_{i=1}^{n} \beta_i \) for multiple regression). In the optimal linear equation, i.e., \( \beta_0 = 0 \) the Zeta value is equal to one, \( Z_b = 1 \). This implies that all the impacts or enabling effects in the enabled variable are due to the enabler variable. The value of constant or natural value is zero. On the other hand, when the constant value is negative, that is \( \beta_0 < 0 \), the Zeta value or ratio becomes more than 1, that is \( Z_b > 1 \). Moreover, the value of \( Z_b \) may become less than a critical value of 0.5, if \( \beta_0 > \beta_i \) or \( \beta_0 < \sum_{i=1}^{n} \beta_i \) (for multiple regression). If the Zeta value or ratio is greater than one, the model has more noise and is influenced by an unexplained value (constant value) or zero value of the independent variable(true enabler). In most practice, the optimal value of Zeta values should fall under the optimality range of \( 0.5 < Z_b \leq 1.5 \) (Bundala, 2021).

\[ f(x) = \sum_{i=1}^{n} \beta_i x_i + \beta_0 \] for \( x(0,1) \)
3. Methodology

The study aimed to determine the pairing relationship between the economic growth and psychological human behaviour (psychological well-being) of the individual by application of the homo-hetero pairing effect correlation coefficient, or simply Bundala pairing correlation coefficient, $\Psi_b$ technique. The study used the cross-sectional survey research design. The data were collected from 211 individuals randomly sampled from two regions in Tanzania, in 2020. Tabachnick and Fidell’s (2019) approach was used to determine the sample size of the study. They suggest the sample size of $N > 50 + 8m$ for multivariate data analysis, and $N > 104 + m$ for testing individual predictors, where $N$ is the sample size, $m$ is the number of independent variables. The minimal sample size is $N > 104 + 1 =105$ for a single independent variable. Therefore, the sample size of 211 individuals is reasonable for this study.

The psychometric scale technique was used to process the data as suggested by Bundala (2022), which is suitable for cross-sectional studies. The data is primarily analysed by using $\Psi_b$, and the results are compared with that of the $r$ and regression model. This is to cross-examine the conclusion of the $\Psi_b$ with $r$ and regression model. The study variables are average gross domestic product (AGDP) per capita (measured in monthly annualised personal income) and psychological well-being. The annualised personal income is the summarization of the monthly monetised income from farming, business activities, salary, and other activities of the individual which are computed on the monthly consumption basis of the individual. Therefore, average GDP per capita (AGDP) = monthly income of an individual, $i \times 12$ (number of months in a year). The monthly income is assumed to be constant over a year due to the nature of economic activities being similar and has almost constant monthly returns. On the other hand, the psychological human behaviour (psychological well-being) is measured by a psychometric scale developed by Bundala (2021). This psychometric scale is directly converting the 5-Point scale to an index number that ranges from 0 to 1. The general formula of the psychometric scale is,

$$Hube = \frac{\sum_{i=1}^{n} \sum_{l=1}^{m} Q_l \times LS_l}{\sum_{i=1}^{n} Q_l \times LS_{max}}$$

Where $n$ is the number of variables measured in psychological factor, $m$ is the number of questions that measure or is a proxy for variables, $Q_l$ the question posed for variable $i$, $LS_l$ the score of individual questions on the Likert Scale, and $LS_{max}$ is the maximum score of individual questions on the Likert scale. The psychological human behaviour (Hube) which measures the psychological well-being of the individual is composed of three observed variables namely lifestyle, metacognition and motivation of the individual. The indicators of lifestyle are hedonistic, adventuristic and individualistic behaviour characteristics/attributes of the individual. Metacognition which measures the psychological awareness of the individual is indicated by three indicators namely, knowledge-based awareness, regulation awareness-based awareness and experiences-based awareness. The motivation of the individual is measured by two indicators.
namely geographical motives of the individual to work and government policy and regulations support-based motive on work. The 5-Point Likert Scale was used to scale the observed variables lifestyle, metacognition and motivation.

The tests of linearity assumptions were done. The normality test was done by using the Jarque-Bera normality test and was found to be 7.04 and Chi (2) is 0.0296 which indicates that the data are normally distributed (Thadewald and Herbert, 2004). On the other hand, the multicollinearity test was done by using variance inflation factors (VIF) and was found to have a mean VIF of 4.38 which indicates the absence of a collinearity problem because it is below 5 (Murray, Nguyen, Lee...and David, 2012). Moreover, the reliability test was done for cross-sectional data by using Cronbach alpha which is found to be 0.6617 which is reasonably better as suggested by Tavakol and Dennick (2011).

4. Result and Discussion

The study examined the pairing relationship between economic growth and psychological well-being. The Bundala pairing correlation coefficient technique is used and its results are compared with other linear (bivariate) analytic techniques which are Pearson correlation and simple regression analysis. The data were analysed with the aid of the Microsoft (MS) Excel program.

4.1. Relationship Between Economic Growth and Psychological Well-Being

The objective is to examine the pairing relationship between economic growth and the psychological well-being (psychological human behaviour) of the individual by the application of \( t_{\psi_b} \). The null hypothesis is stated as “there is no significant pairing relationship between economic growth and the psychological well-being ( \( H_0: t_{\psi_b} = t_{\alpha/2} \) ). The alternative hypothesis stated that “there is a significant pairing relationship between the economic growth and psychological well-being ( \( H_1: t_{\psi_b} \neq t_{\alpha/2} \) ). The descriptive statistics are displayed (Table 2).

Table 2: Descriptive statistics for cross-section survey data in 2020 in Tanzania

<table>
<thead>
<tr>
<th>Variable</th>
<th>Obs</th>
<th>Mean</th>
<th>Std. Dev.</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hube</td>
<td>211</td>
<td>.7250284</td>
<td>.1592616</td>
<td>.201</td>
<td>1</td>
</tr>
<tr>
<td>lnAGDP</td>
<td>211</td>
<td>.3978714</td>
<td>.5228518</td>
<td>-1.261602</td>
<td>1.607837</td>
</tr>
<tr>
<td>d_Hube</td>
<td>210</td>
<td>-.0635013</td>
<td>2.353792</td>
<td>-5.124332</td>
<td>4.94572</td>
</tr>
<tr>
<td>d_lnAGDP</td>
<td>210</td>
<td>.7557632</td>
<td>1.084683</td>
<td>-3.328894</td>
<td>4.3129</td>
</tr>
</tbody>
</table>

Source: Author (2022).

Table 2 shows the descriptive statistics for average gross domestic product transformed in natural logarithm (lnAGDP). The average of lnAGDP is 0.3979 TZS million (natural logarithm) and ranges from -1.2616 to 1.6078 TZS millions in natural logarithm. The other variable is psychological well-being measured in Hube (human behaviour index composed of three sub-
indicators, lifestyle, motivation and metacognition). Hube has an average of 0.7250; the score is based on the psychometric scale developed by Bundala (2021).

The study applied $\Psi_b$ to examine the pairing relationship between economic growth and psychological well-being. The results were compared to the $r$ and linear regression model. The parameters of $\Psi_b$ and $r$ is computed with the aid of the MS Excel program and it is summarised (Table 3).

Table 3: Parameters of Bundala’s Psi and Pearson’s rho coefficients

<table>
<thead>
<tr>
<th>$\Psi_b$ parameters</th>
<th>$r$ parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hube observations ($x$)</td>
<td>211</td>
</tr>
<tr>
<td>$\hat{\mu}_x$</td>
<td>-0.0635</td>
</tr>
<tr>
<td>$\sum (x - \hat{x})^2$</td>
<td>1157.93</td>
</tr>
<tr>
<td>$\hat{\mu}_y$</td>
<td>0.755763</td>
</tr>
<tr>
<td>$\sum (y - \bar{y})^2$</td>
<td>245.8965</td>
</tr>
<tr>
<td>$\sum (x - \bar{x})(y - \bar{y})$</td>
<td>155.4533</td>
</tr>
<tr>
<td>$\sum (x_i - y_i)$</td>
<td>-172.046</td>
</tr>
<tr>
<td>$\sum (x_i - y_i)^2$</td>
<td>29599.67</td>
</tr>
</tbody>
</table>

Source: Author (2022).

From Table 3, the $\Psi_b$ is computed by using the formula,

$$\Psi_b = \frac{\sum (\partial_{x_i} - \bar{\partial}_x)(\partial_{y_i} - \bar{\partial}_y)}{\sqrt{\sum (\partial_{x_i} - \bar{\partial}_x)^2 \sum (\partial_{y_i} - \bar{\partial}_y)^2}}$$

$$\Psi_b = \frac{155.4533}{\sqrt{1157.93 \times 245.8965}} = 0.2913$$

The statistical significance test can be computed by using the formula,

$$t_{\Psi_b} = \frac{\sum (\partial_{x_i} - \partial_{y_i}) \sqrt{n - 1}}{\sqrt{n \sum (\partial_{x_i} - \partial_{y_i})^2 - (\sum (\partial_{x_i} - \partial_{y_i}))^2}} \sim t(n - 1) df$$
From the MS Excel program, we calculate the p-value, with a t-value of $t_{p} = 5.190$, that is, $(t_{p} < t_{\alpha/2})$, degree of freedom, $df = 211 - 1 = 210$, t-paired test, two-sided tail test, which is equal to 0.000.

**Decision rules:** Rule one, is to compare either the p-value and alpha value (significance level) and rule two is to compare the computed statistics t-value and its critical values at the given significance level and degree of freedom. That is if the p-value < alpha value; we reject the null hypothesis and on the other hand, if the computed statistic t-value is greater than the critical value, $t_{\alpha/2}$ then we reject the null hypothesis, that is $t_{p} > t_{\alpha/2}$. For this study the significant level, $\alpha = 0.05$, and degree of freedom, $df = n - 1$, that is, 211-1 =210.

**Decision on rule one:** Compare the p-value and alpha value, the p-value is 0.000, and the alpha value is 0.05, which indicates that the p-value is less than the alpha value therefore we have a zero (0.000) probability to accept or support the null hypothesis. Therefore, we reject it and accept the alternative hypothesis that there is a pairing relationship between economic growth and human psychological well-being.

**Decision on rule two:** The computed statistics t-value, $t_{p}$ is $-5.190$ and the critical value is, $t_{0.025} = 1.972$ (from the t-table), at the degree of freedom of 210 (two-sided tails). The rule requires $t_{p} \geq t_{\alpha/2}$ rejecting the null hypothesis. Therefore, we compare $t_{p} = -5.190 > t_{0.025} = -1.972$. Then from this rule, we conclude that the calculated t-statistic value falls under the rejection area of the null hypothesis; hence we reject the null hypothesis and accept the alternative hypothesis. Rule one and rule two can be summarised by using the t-distribution curve (Figure 7).

![Figure 7: The t-distribution curve for decision rule with Bundala’s Psi coefficient](image)

Source: Author (2022)
Figure 7 shows the t-distribution curve. The figure describes the two decision rules. Rule one describes that the p-value at \( t_{0.025} = \pm 1.972 \) is 0.000 which is less than the alpha value (significance level) of 0.5/2 = 0.025. Moreover, the second rule is shown by the rejection and acceptance boundary value, the critical value at \( t_{0.025} = \pm 1.972 \). The computed statistic t-value, \( t_{\psi_b} = -5.190 \) falls under the null hypothesis rejection area with a more than 95 percent of confidence level. In general, we can combine or summarise the decision rule one and two in a single decisional statement that the probability that the computed t-statistic value, \( t_{\psi_b} = 5.190 \) is less that the statistic critical value, \( t_{0.025} = \pm 1.972 \) is zero. That is \( P(t_{\psi_b} < t_{\alpha/2}) = p – value = 0.000 \). Therefore, the rejection of the null hypothesis is clearly illustrated by using the t-distribution curve.

4.2 Enabler and Enabled Variables /Values

The identification of enabler and enabled variables is very important in the correctional analysis as it helps the decision-makers to establish a work plan (decide accordingly). The enabler and enabled variables can be identified by using the pair-rule conditions as explained,

\[
\bar{\delta}_x \leftrightarrow \bar{\delta}_y, \bar{\delta}_x > \bar{\delta}_y; x \leftrightarrow y: \text{If } y \text{ is an enabler variable of } x \\
\bar{\delta}_x \leftrightarrow \bar{\delta}_y, -0.0635 > 0.7558; x \leftrightarrow y: \text{Not true}
\]

\[
\bar{\delta}_x \leftrightarrow \bar{\delta}_y, \bar{\delta}_x < \bar{\delta}_y; x \rightarrow y: \text{If } x \text{ is an enabler variable of } y \\
\bar{\delta}_x \leftrightarrow \bar{\delta}_y, -0.0635 < 0.7558; x \rightarrow y: \text{True}
\]

Thus, \( x \) (Hube) is an enabler variable and \( y(\ln \text{AGDP}) \) is the enabled variable, the value of the enabler effect is computed by using the mean homo-hetero deviation, \( \omega_b \) that is,

\[
\bar{\delta}_y - \bar{\delta}_x = \omega_b; \text{ Since } x \text{ is an enabler variable of } y \\
0.7558 - (-0.0635) = 0.8391
\]

The positive enabling effect value or simply enabler value of 0.8391 indicates the relative increment change of the mean y- homo pairing effect (economic growth) on the mean x-homo pairing effect (human psychological well-being)- the relative trending-off change value. It is the value that indicates the relative change variation of the paired data. Therefore, we have evidence that an increase in human psychological well-being scores increase also economic growth. Therefore, we conclude that there is a positive pairing effect between economic growth and the human psychological well-being of an individual. The homo-hetero pairing effect correlation coefficient (\( \Psi_b \)) is 0.2913. This value can be interpreted as “the pairing effect is moderate”. This can be well demonstrated by using the x and y-homo pairing effect trending/variation graph (Figure 8).
Source: Author (2022)

Figure 8: The $x$ and $y$ homo pairing effects trending of the paired data

Figure 8 shows the $x$ and $y$ homo pairing effects trending. The figure indicates that there is a positive relative trending-off changes value of $\ln{AGDP}$, which is averaged at 0.8391. The mean $x$- and $y$-homo pairing effect is -0.0635 and 0.7558 respectively. The data are paired with $\Psi_b = 0.2913$ and correlated with $r = 0.4318$. The value of $\Psi_b$ indicates the pairing effect of the homo-hetero pairing in the data correlation/relationship between them. This matching or pairing effect cannot be shown or detected in the Pearson correlation analysis data trends (Figure 9).

The directional trending of the paired data in the Pearson correlation analysis shows that there are two classes of the population, the sub-populations that have a low economic growth (annualised monthly personal income) which is indicated with a negative value of $\ln{AGDP}$ and that class or sub-population that has a high economic growth which is represented by the positive values of $\ln{AGDP}$ (Figure 9). On the other hand, the psychological well-being of individuals is trending positively with less variance. That is, there are no significant classes based on the psychological well-being status among the individual in the population studied (Figure 9).
Figure 9 shows the directional trending of the paired data in the Pearson correlation analysis. The data have \( r = 0.4318 \), which means that they are moderately positively correlated. On the other hand, the pairing relationship of the data is shown by using \( \Psi_b = 0.2913 \), which indicates that data are moderately positively homo-hetero paired. The positive value of \( \Psi_b \) indicate that the data are paired or pairing in the same direction, not indicate the trending direction as done in the \( r \). The mean value of the \( x \) and \( y \) variables are 0.7250 and 0.3979 respectively.

**4.3 Bundala Ratios of Linear Correlation**

Bundala ratios of the linear correlation are used in the correlation analysis to identify the true enabler (optimal independent) and truly enabled (dependent) for linear modelling. There are two types of Bundala ratios. One is the Gamma ratio which measures the “independence degree” of the enabler variable relative to the enabled variable. The second ratio is the Zeta ratio which is used to determine the “empirical relevance” of the enabler in the linear modelling (Bundala, 2021). These ratios are calculated to determine or identify the optimal independent and dependent variables among the enabler and enabled variables.

**4.3.1 Gamma Ratio**

Bundala’s Gamma ratio is used to evaluate the “degree of the independence” of the enabler variable to the enabled (dependent) variable. In other words, it is used to evaluate the optimality of the independent variable in linear modelling (regression). It is given by the formula,
The coefficient \( y \) (InAGDP) and \( x \) (Hube) can be simply obtained by running two regression models, that is, \( y(\text{InAGDP}) = a_1 + b_1 x(\text{Hube}) \) (Table 4) and \( x(\text{Hube}) = a_2 + b_2 y(\text{InAGDP}) \) (Table 5).

\[
\Gamma_b = \frac{\text{Coef. } y}{\text{Coef. } x} = \frac{b_2}{b_1}\]

\[
y(\text{InAGDP}) = -0.6299394 + 1.417614 x(\text{Hube})
\]

\[
x(\text{Hube}) = 0.6726966 + 0.1315295 y(\text{InAGDP})
\]

Therefore,

\[
\Gamma_b = \frac{\text{Coef. } y}{\text{Coef. } x} = \frac{0.1315295}{1.417614} = 0.0928
\]

Alternative,

\[
\Gamma_b = \frac{TSSE_x}{TSSE_y} = \frac{TMSE_x}{TMSE_y} = \frac{\sum_{i=1}^{n}(x_i - \bar{x})^2}{\sum_{i=1}^{n}(y_i - \bar{y})^2}
\]

\[
\Gamma_b = \frac{5.3265}{57.40855} = 0.0928
\]

We interpret that \( \Gamma_b \) is within the optimal range of \( 0 < \Gamma_b < \pm 1 \), therefore, the Hube is a true enabler (optimal independent) variable that maximises the impact of economic growth, the enabled (dependent) variable.

To be clear with the optimal independent variable or true enabler variable, let's consider the linear equations when both enabler and enabled variables are involved and the independent and dependent variables are reversed. In the first equation, \( y \) (InAGDP) is the dependent variable, and \( x \) (Hube) is the independent variable (Table 4).
Table 4: \( y(\ln AGDP) = -0.6299394 + 1.417614x(Hube) \)

<table>
<thead>
<tr>
<th>Source</th>
<th>SS</th>
<th>df</th>
<th>MS</th>
<th>Number of obs = 211</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>10.7042859</td>
<td>1</td>
<td>10.7042859</td>
<td>F(1, 209) = 47.90</td>
</tr>
<tr>
<td>Residual</td>
<td>46.7042613</td>
<td>209</td>
<td>.223465365</td>
<td>Prob &gt; F = 0.0000</td>
</tr>
<tr>
<td>Total</td>
<td>57.4085472</td>
<td>210</td>
<td>.273374034</td>
<td>R-squared = 0.1865</td>
</tr>
</tbody>
</table>

| lnAGDP    | Coef.       | Std. Err. | t     | P>|t| | [95% Conf. Interval] |
|-----------|-------------|-----------|-------|------|----------------------|
| Hube      | 1.417614    | .2048257  | 6.92  | 0.000 | 1.013825 - 1.821404   |
| _cons     | -.6299394   | .1520284  | -4.14 | 0.000 | -.9296452 -.3302337  |

Source: Author (2022)

Table 4 shows the linear regression model of economic growth (lnAGDP) and human psychological well-being or simply psychological well-being (Hube). Economic growth is the dependent variable and psychological well-being is the independent variable. The unit impact of the Hube on economic growth (coefficient) is positive 1.41764, with a range of 1.013825 to 1.821404 at 95 percent of the confidence interval. The t-value is positive 6.92, with a p-value of 0.000, and the model is determined at an R-squared value of 0.1865. This implies that, although the data are poorly fitted to the model as indicated by the small value of R-squared, human psychological well-being has a positive impact on economic growth and is significant at a 95 percent of confidence level, since its p-value of 0.000 is less than the critical value of significance level, 0.05. Therefore, we reject the null hypothesis as we have zero probability of acceptance of the null hypothesis (p-value). We accept the alternative hypothesis that there is a pairing relationship between economic growth (dependent) and human psychological well-being (independent).

On the other hand, the linear regression was run when the variables are interchanged, the psychological well-being becomes the dependent variable and the economic growth becomes the independent variable. The aim is to evaluate or examine how the unit impact of each variable will be affected by the misallocation or use of a non-optimal enabler in linear modelling. In other words, it tests the unit independence impact of each variable in the linear modelling, and then we can able to identify which variable has a high unit independence impact on another variable, hence it is an optimal independent or true enabler of its pair variable, enabled (dependent) variable. The linear equation of Hube against economic growth is established (Table 5).
Table 5: \( x(\text{Hube}) = 0.6726966 + 0.1315295y(\text{lnAGDP}) \)

<table>
<thead>
<tr>
<th>Source</th>
<th>SS</th>
<th>df</th>
<th>MS</th>
<th>Number of obs</th>
<th>( F(1, 209) )</th>
<th>Prob &gt; ( F )</th>
<th>R-squared</th>
<th>Adj R-squared</th>
<th>Root MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>.993167656</td>
<td>1</td>
<td>.993167656</td>
<td>211</td>
<td>47.90</td>
<td>0.0000</td>
<td>0.1865</td>
<td>0.1826</td>
<td>.14399</td>
</tr>
<tr>
<td>Residual</td>
<td>4.33332611</td>
<td>209</td>
<td>0.020733618</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>5.32649377</td>
<td>210</td>
<td>0.025364256</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

| Hube          | Coef.     | Std. Err. | t     | P>|t| | [95% Conf. Interval] |
|---------------|-----------|-----------|-------|------|----------------------|
| lnAGDP        | .1315295  | .0190042  | 6.92  | 0.000 | .094065 .1689939     |
| _cons         | .6726966  | .0124674  | 53.96 | 0.000 | .6481187 .6972746    |

Source: Author (2022)

Table 5 shows the regression model for the relationship between the Hube (dependent) and (lnAGDP) as an independent variable. The model is determined at an R-squared value of 0.1865, with a positive coefficient of 0.1315295, a t-value of 6.92, a p-value of 0.000, and a range of 0.094065 to 0.1689939 at 95 percent of the confidence interval. The model shows that there is a positive relationship between human psychological well-being (dependent variable) and economic growth (independent variable). Since its p-value is 0.000 which is less than the critical value of significance level, 0.05, therefore we reject the null hypothesis at a 95 percent of confidence level and accept the alternative hypothesis that there is a significant pairing relationship between economic growth and human psychological well-being (remember in the correlation analysis the variable can be interchanged without the effect of the strength or magnitude of the correlation coefficient).

From both regression models comes the same findings, we reject the null hypothesis at a 95 percent of confidence level. Also, we noticed a change in unit independence impact of the variable when the variable is interchanged, the enabler variable (Hube) to be enabled variable and the enabled variable (lnAGDP) to be the enabler variable. This difference can be measured or noticed by the resource input-output (RIO) ratio. The RIO ratio is the ratio that measures the relative unit impact of independent to dependent variables. For example, in the linear regression equation present in Table 4, the RIO is 1: 1.417614 or 0.7054, which means that a unit impact of the independent variable on the dependent variable is 1.417614 or about 70.54 percent of the total output (dependent variable) is due or explained by a unit impact of the independent variable. The remaining 28.46 percent (100-70.54) is explained by the y-intercept or the regression constant value. This ratio is very important in economic decisions as can be used for resource allocation, this is why the ratio is called the resource input-output (RIO) ratio. Simply, it is the ratio of input resources to output resources. In other words, RIO is the percentage that defines or explains the independence degree of the independent variable in the linear model. Moreover, in the linear regression equation in Table 5, when the Hube becomes or is treated as...
the dependent variable and regressed to lnAGDP, the unit impact of the lnAGDP on Hube is 0.1315295 (Table 5). This means that the RIO ratio is changed to 0.1315295:1 which is equal to 0.1315 or 13.15 percent of the total output (dependent variable) is explained by a unit impact of the independent variable. About 86.85 percent is explained by the constant value of the regression model. We can notice that RIO ratios differ significantly. The RIO ratio for the optimal independent variable or true enabler (Hube) is higher than that of the non-optimal independent variable (lnAGDP). Therefore, the RIO ratio is the best statistical tool that can also be used to identify the optimal independent or test the optimality of the independence of the independent variable in linear modelling.

Therefore, from the concept of RIO ratio, we notice the relevance of relating (use of pair-rule) the value of $\beta_0$ and $\beta_i$. That is, the linear equation with a higher y-intercept, $\beta_0$ than beta coefficient, $\beta_i$ has a less RIO ratio, that is, $\beta_0 > \beta_i$ and it is vice versa for $\beta_0 < \beta_i$. This concept originated from the enabler and enabled variables identification principle that the impact or effect of the “enabler coefficient " on the linear model should be totally and wholly absorbed in the effect of the “enabled coefficient” in the linear model. The enabler coefficient value should be greater than the enabled coefficient value. That is, $\beta_0 < \beta_i$ if $\beta_0$ enabler coefficient of is $\beta_i$ and $\beta_0 > \beta_i$ if $\beta_i$ is the enabler coefficient of $\beta_0$. The empirical relevance of the linear model is obtained when the true enabler variable or coefficient is used in the regression model; therefore, the general rule is regression constant (y-intercept) to be less than the beta coefficient. To achieve the optimality of the independent variable the rule should be adhered to $\beta_0 < \beta_i$. We conclude that, for empirical relevance of the linear model, the beta coefficient should be greater than the constant value (y-intercept). We can apply this rule and get the same conclusion or results as the RIO ratio conclusion. Therefore, from the regression model in Table 4,

$$y(\text{lnAGDP}) = -0.6299394 + 1.417614x(\text{Hube})$$

$$\beta_0 = -0.6299394, \text{and } \beta_i = 1.417614$$

Therefore, $\beta_0 < \beta_i$ is true since $-0.6299394 < 1.417614$, then we conclude that the variable (Hube) is a true enabler (optimal independent) and lnAGDP is a dependent variable or truly enabled variable. Moreover, when the Hube (independent) variable is treated as the dependent (enabled) variable, the linear model becomes differently (Table 5). We apply the same concept of enabler coefficient and enabled coefficient; that is,

$$x(\text{Hube}) = 0.6726966 + 0.1315295y(\text{lnAGDP})$$

$$\beta_0 = 0.6726966 \text{ and } \beta_i = 0.1315295$$

Therefore, $\beta_0 < \beta_i$ is not true since $0.6726966 > 0.1315295$, then we conclude that this model is empirically non-optimal, the enabler variable (lnAGDP) is not a true enabler; hence is not an optimal independent variable. If the values of RIO ratios are adjusted by their constant value
(commonly y-intercept), the value at a unit value of the independent variable, \(x\) (Hube) = 1 the Bundala’s Zeta ratio is used to identify the empirical optimality of the linear model (explained later).

### 4.3.2 Zeta Ratio

Another important Bundala linear correlation ratio is the Zeta ratio. The Zeta ratio describes the ability of the true enabler or identifies the true enabler by examining the “relevance of unit impact of the enabler variable (optimal independent variable) on the dependent variable in the empirical model. The rule described by Bundala (2021), the optimality of the Zeta ratio is at least 0.5. Therefore, by computing the Zeta ratios for regression equations in Table 3 and Table 4, and comparing them, a researcher or decision-maker can able to identify which linear model is relevant for empirical use. The higher the Zeta ratio, the higher the empirical relevance of the linear model is. The Zeta ratio is calculated by using the formula,

\[
Z_b = \frac{\beta_i}{\beta_i + \beta_0}
\]

Where \(\beta_i\) and \(\beta_0\) are beta coefficients and y-intercept or regression constant values respectively. Consider the equation in Table 4,

\[
y(\ln AGDP) = -0.6299394 + 1.417614x(Hube)
\]

\[
\beta_0 = -0.6299394, \text{ and } \beta_i = 1.417614
\]

\[
Z_b = \frac{\beta_i}{\beta_i + \beta_0} = \frac{1.417614}{1.417614 - 0.6299394} = Z_b = 1.800
\]

Then, compare the Zeta ratios from the equation in Table 4 to that of the equation from Table 5, that is,

\[
x(Hube) = 0.6726966 + 0.1315295y(\ln AGDP)
\]

\[
\beta_0 = 0.6726966 ,\text{ and } \beta_i = 0.1315295
\]

\[
Z_b = \frac{\beta_i}{\beta_i + \beta_0} = \frac{0.1315295}{0.1315295 + 0.6726966} = Z_b = 0.1635
\]

Therefore, we compare the Zeta ratio of the equation in Table 4 which is 1.800 and that of the equation in Table 5, which is 0.1635, the Zeta ratio of the equation in Table 4 is greater than that of the equation in Table 5. This means, that the true enabler variable is Hube in the equation in Table 4. Moreover, in the equation in Table 4, its Zeta ratio exceeds the recommended upper optimality value of 1.5; therefore, the equation was violated with higher noises (standard deviation) in comparison to that of the equation in Table 5. Its standard deviation error is 0.2048257; hence the model has a less predictive accuracy compared with that in an equation in
Table 5. The equation in Table 4 has a higher sum of squares (SS) than that of the equation in Table 5 which is 57.4085472 and 5.32649377 respectively. On the other hand, the equation in Table 5 has the lowest value Zeta ratio which is 0.1635 indicating that the “assumed enabler” is not optimal; its effect on the output (Hube) is about 16.35 percent of the total effect of its unit value. This equation has fewer noises (standard deviation error) of 0.0190042 and higher predictive power than that in Table 4. Therefore, we concluded, that the true enabler variable which maximises the impact of the enabled (dependent) variable is human psychological well-being (Hube) and the dependent variable is economic growth (lnAGDP) exhibited in the equation in Table 4.

4.4 Pearson Correlation Coefficient, $r$

To enhance the conclusion of the finding, the conclusion or finding of $\Psi_b$ is compared with the conclusion or finding of the Pearson correlation analysis. Therefore, the Pearson correlation coefficient, $r$ is computed by using the formula,

$$ r = \frac{\sum(x_i - \bar{x})(y_i - \bar{y})}{\sqrt{\sum(x_i - \bar{x})^2 \sum(y_i - \bar{y})^2}} $$

$$ r = \frac{7.550915}{\sqrt{5.326494 \times 57.40855}} = 0.4318 $$

Calculate the statistic significance test for $r$, use the formula

$$ t_r = \frac{r \sqrt{n - 2}}{\sqrt{1 - r^2}} $$

$$ t_r = \frac{0.4318 \sqrt{211 - 2}}{\sqrt{1 - (0.4318)^2}} = 6.92 $$

From the MS Excel program, we calculate the p-value, with a t-value of $t_r = 6.92$, that is, $(t_r < t_{a/2})$, degree of freedom, $df = 211 - 2 = 209$, t-paired test, two-sided tail test, which is equal to 0.000.

**Decision rules:** *Rule one* is to compare either the p-value and alpha value (significance level) and *rule two* is to compare the computed statistics t-value and its critical values at the given significance level and degree of freedom. That is if the p-value < alpha value; we reject the null hypothesis and on the other hand, if the computed statistic t-value is greater than the critical value, $t_{a/2}$ then we reject the null hypothesis, that is $t_r > t_{a/2}$. For this study the significant level, $\alpha = 0.05$, and degree of freedom, $df = n - 2$, that is, 211-2=209.

**Decision on rule one:** Compare the p-value and alpha value, the p-value is 0.000, and the alpha value is 0.05, which indicates that the p-value is less than the alpha value, therefore we have a
zero (0.000) probability to accept or support the null hypothesis. That is, we reject it and accept the alternative hypothesis that there is a positive correlation between economic growth and human psychological well-being.

**Decision on rule two:** The computed statistic $t$-value, $t_r$ is 6.92 and the critical value is $t_{0.025} = 1.972$ (from the t-table), at the degree of freedom of 209 (two-sided tails). The decision rule requires $t_r \geq t_{0.025}$ rejecting the null hypothesis. Therefore, we compare $t_r = 6.92 > t_{0.025} = 1.972$. Then from this rule, we conclude that the calculated $t$-statistic value falls under the rejection area of the null hypothesis; hence we reject the null hypothesis and accept the alternative hypothesis. Rule one and rule two can be summarised by using the $t$-distribution curve (Figure 10).

![t-distribution curve](image10)

Figure 10 shows the $t$-distribution curve. The figure describes the two decision rules. Rule one describes that the p-value at $t_{0.025} = \pm 1.972$ is 0.000 which is less than the alpha value (significance level) of $0.5/2 = 0.025$. Moreover, the second rule is shown by the rejection and acceptance boundary value, the critical value at $t_{0.025} = 1.972$. The computed statistic $t$-value, $t_r = 6.92$ falls under the null hypothesis rejection area with a more than 95 percent of confidence level. In general, we can combine or summarise the decision rule one and two in a single decisional statement that the probability that the computed $t$-statistic value, $t_r = \pm 6.92$ is less than the statistic critical value, $t_{0.025} = 1.972$ is zero. That is $P(t_r < t_{\alpha/2}) = p$-value = 0.000. Therefore, the rejection of the null hypothesis is clearly illustrated by using the $t$-distribution curve.

### 4.5 The Methodological Cross-Examination of $\Psi_b$ and $r$

The term cross-examination is commonly used in legal or law applications. It means the detailing of the witness (fact) provided to clear the doubt rose during the direct examination of the fact in issue. In this study, the term is used with the same meaning but for different purposes and logic.
Cross-examination aims to test the testimony (methodological completeness) provided by the two competing correlation techniques, the Pearson correlation coefficient and its competing partner Bundala pairing correlation coefficient before the Judge linear regression. It looks like a comical fact but it is a logical fact.

If we start the trial, the testimony or witnessed evidence by the Pearson correlation coefficient about the relationship between economic growth and human psychological well-being is that they are positively correlated at 0.4318. It is statistically supported with a rule that its empirical probability of t-value of 6.92, i.e., the p-value is 0.000 which indicates the probability to support the null hypothesis that it is true is zero (error type I). This is the empirical evidence provided by the Pearson correlation coefficient before the Judge linear modelling (regression model). On the other hand, the Bundala pairing correlation coefficient provided its testimony before the Judge that an increased change difference in the human psychological well-being level of the individual leads to an increased change difference (positively) in economic growth level. It is determined by the relative trending-off changes value (x-enabler effect value) of 0.8391. Moreover, the change difference of variables are paired as homo-hetero pairing effect coefficient, \( \Psi_b = 0.2913 \). Hence, it concludes that economic growth is positively influenced by the human psychological well-being of the individual. This evidence is supported by the same rule that its empirical probability of t-value -5.190, i.e., the p-value is zero, indicates the probability to accept the null hypothesis is zero.

Based on the direct empirical evidence provided by both correlation techniques before the Judge linear regression, some criteria were set to cross-examine the testimony (empirical evidence) provided by each of the two correlation techniques in the trial session (finding presentation). The criteria are based on the question that “who can be my best close partner”. A Judge prepares a judging criteria matrix (Table 6).

<table>
<thead>
<tr>
<th>Judging criteria</th>
<th>( r )</th>
<th>Regression (Judge)</th>
<th>( \Psi_b )</th>
<th>Ruling</th>
</tr>
</thead>
<tbody>
<tr>
<td>Do you quantify the strength and direction of the relationship between the two variables</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Out</td>
</tr>
<tr>
<td>Do you predict how ( x ) (enabler variable) enables ( y ) (an enabled variable)</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Both ( x ) and ( y ) are assumed to be random variables</td>
<td>Yes</td>
<td>No</td>
<td>No (one variable is an enabler of other</td>
<td>Yes</td>
</tr>
<tr>
<td>Do ( x ) and ( y ) are interchangeable, i.e., identical results are obtained when ( x ) and ( y ) are interchanged</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Fair</td>
</tr>
<tr>
<td>Produces a statistical model</td>
<td>No (single statistic)</td>
<td>Yes</td>
<td>Yes (Gamma and Zeta ratios)</td>
<td>Yes</td>
</tr>
<tr>
<td>Do you detect the homo paring effect of the ( x ) and ( y ) trending</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Extra</td>
</tr>
<tr>
<td>Do you identify the optimal independent and dependent variable from the two related variables</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Source: Author (2022).
Table 6 shows the methodological judging criteria matrix for the Bundala pairing correlation and Pearson correlation coefficients before the Judge linear regression. In the common language “the methodological completeness of the two correlation techniques $\Psi_b$ and $r$ were evaluated by using the attributes of the linear regression model as the standard linear technique, henceforth, a Judge. The ruling was done by three outcomes namely “out” which means all the judging criteria are evidenced (possessed) in each technique, either they have which is indicated by Yes or they have not which is indicated by No. The second judging ruling is “Yes” which indicates the Bundala correlation coefficient judging criteria are paired with that of the Judge and are contra to the Pearson correlation. A fair ruling is assigned when the outcome of the Bundala and Pearson correlation is contra to the Judge. The Judge is stand-alone to its criteria. The extra ruling is done when only one technique, particular $\Psi_b$ has unique criteria that the Judge and $r$ have not. In this trial, the Bundala pairing correlation coefficient has the extra ruling of having the ability to detect the homo-pairing effect of the trending paired data. The Judge rules out –that the Bundala correlation coefficient has hit the goal. That is, before the Judge linear regression the Bundala pairing correlation is a close partner because they share several decisional criteria.

5 Discussion

Principally, the paper aimed to examine the pairing relationship between economic growth and psychological well-being. The study applied the homo-hetero pairing effect correlation coefficient technique. This method is used to fill both the contradictory evidence gap on the relationship between the economic growth and psychological well-being of individuals (Roka, 2020; Easterlin, 1973; 2017; Stevenson and Wolfers, 2008; 2013) and the methodological gap (incompleteness) in the Pearson correlation coefficient technique that is raised or highlighted in several studies (Kennny, 1979; Rahman and Zhang, 2016; Janse, et al. 2021; Bertoldo, Callegher and Altoe, 2022). In other words, the homo-hetero pairing effect correlation coefficient or Bundala’s Psi coefficient, $\Psi_b$ (Bundala pairing correlation coefficient) for brevity is a new technique for correlation analysis in social science studies. The traditional correlation technique fails to identify the dependent and independent variables in linear modelling (Rahman and Zhang, Kenny, 1979; Emerson, 2015; Samuel and Okey, 2015; Maravelakis, 2019; Mudelsee, 2003). With the application of the Bundala pairing correlation coefficient, the study identified the enabler and enabled variable in the pairing relationship between the economic growth and psychological well-being of the individual, which further was classified into optimal independent and dependent variables by using the Bundala’s ratios namely Gamma ratio ($\Gamma_b$) and Zeta ratio ($Z_b$). These ratios help to identify which variable in the pair is a true enabler of the other.

The study uses $\Psi_b$ and found that the economic growth and psychological well-being of the individual are pairing related positively. That is, the increase of paired changes of the variable $y$ is due to the increase of the paired changes of the variable $x$. Moreover, the study found that the psychological well-being of the individual is a true enabler (optimal independent) variable and has a positive impact on economic growth. This study confirms Roka (2020), Stevenson and Wolfer (2008; 2013), Talhelm et al. (2014), Diener and Seligman (2004), and Baro and Sala-i-Martin (2004). Moreover, this finding contradicts Stoop et al.(2019), and Easterlin (1973; 2017).
On the other hand, the Bundala pairing correlation coefficient has shown a significant role in linear regression. It was used to test the effectiveness of the independence of the variable in linear modelling. The study found that psychological well-being has a higher degree of independence than economic growth. Hence, psychological well-being is an optimal independent variable (true enabler) in linear modelling. The identification of the true enabler variable is most important in correlation studies because it helps to separate the paired variables into dependent and independent variables, which was not done in the Pearson correlation coefficient technique (Akoglu, 2018, Kumar and Chong, 2018; Senthilnathan, 2019). In other words, the Bundala pairing correlation coefficient has solved the problem of the Pearson correlation coefficient failing to define/classifies the paired variables into independent or dependent variables. The Bundala ratios either the Gamma ratio or Zeta ratio are the best techniques or methods that separate or identify which variables are either dependent or independent. The adverse effect of failing to identify the optimal independent or true enabler is that the use of non-optimal independent will have minimum impact on the output or dependent variable in the linear modelling. Consequently, may mislead the decision-makers.

Considering a finding of this study, in the linear correlation analysis of economic growth and psychological well-being, without the knowledge of which variable is independent and which other is dependent, the two possible regression models can be established, one can regress economic growth as the dependent variable and the psychological well-being as an independent variable. On the other hand, psychological well-being can be regressed as a dependent variable and economic growth as the independent variable. The two results are not similar in terms of unit independence impact (coefficient)-RIO ratio, statistical noises (standard deviation) and predictive accuracy (sum of the squares), which can confuse the decision-makers. Notably, this methodological error cannot be detected in the Pearson correlation coefficient instead by using the Bundala pairing correlation coefficient. The regression model that has a true enabler or optimal independent (psychological well-being) has a higher coefficient value (unit impact) or resource input-output (RIO) ratio than that has a non-optimal independent variable (economic growth). Therefore, the uses of this technique help to solve the methodological flaws that are exhibited in the traditional correlation techniques as claimed by several researchers (Kumar and Chong, 2018; Akoglu, 2018; Mukaka, 2012; Emerson, 2015; Bertoldo, Callegher and Altoe, 2022; Coppack, 1990; Shelef and Schechtman, 2018).

6 Conclusion and Recommendations

This paper aimed to examine the pairing relationship between economic growth and psychological well-being by the application of the homo-hetero pairing effect correlation technique or simply Bundala pairing correlation coefficient. The application of this technique is due to claimed methodological flaws of the existing correlation techniques, particularly, the Pearson correlation coefficient and the contradictory evidence gap on the relationship between economic growth and the psychological well-being of the individuals. The study found that the changes in economic growth are increases in pair with the increases in the change in the psychological well-being of the individual. In other words, the change in economic growth is positively paired with the change in the psychological well-being of the individual. Moreover, the psychological well-being of the individual is the optimal independent variable because have
found to have a positive empirical relevance in the regression model. Therefore, the study concluded that as far as the economic growth and psychological well-being are positively changing in pair, the improvement of the psychological well-being of the individual significantly improves the economic growth and not vice versa. Therefore, the paper recommended that psychological well-being-based initiatives should be established and encouraged in society as found to have a positive impact on economic growth.

The comparison of the Bundala pairing correlation coefficient and Pearson correlation coefficient techniques evidenced that the Bundala pairing correlation coefficient is a more robust and effective correlation technique. Hence, the Bundala pairing correlation coefficient is strongly recommended for contemporary social science studies. In addition, the specific recommendations for the application of the Bundala pairing correlation coefficient include the use in medical studies such as cardiology to examine risk factors or symptoms and signs of the heart diseases such as the homo-hetero pairing effect of systolic pressure and diastolic pressure can be detected by using the $\Psi_b$. Moreover, $\Psi_b$ can be applied in other branches of medicine such as in neurology and epidemiology; it can be used to study the brain coordination disorders and control and monitoring of communicable and non-communicable diseases. This is because the Bundala pairing correlation coefficient identifies or detects the pairing effect or associate disease and its enabler risk factors or symptoms and signs. Moreover, the paper recommends the application of the Bundala pairing correlation coefficient in other branches of social science such as anthropology, sociology, economics, psychology and others.
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