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Abstract
Stock price prediction has been a widely pursued topic by researchers in recent years due to the great impact that significant research can have on the economy. LSTM is commonly used for stock price prediction as it has strong time series predictive capabilities. However, it is limited by its loss function, which only takes one parameter (predicted stock price) into account. This paper proposes a multivariate multi-step, vector output predictive model using LSTM, with both the stock price and the relative return as inputs of the neural network. Furthermore, a novel loss function that combines both the standard mean squared error, and the relative return mean squared error to hone accuracy is introduced. The model’s predictive capabilities are demonstrated on the S&P 500 Index. This improved LSTM model reaches a test MSE of 0.0076, which is a result that is significantly stronger than results demonstrated by standard LSTM stock prediction networks, and which outperforms most of the LSTM models mentioned in the literature.
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1. Introduction
The inherent volatility of the stock market makes prediction a very difficult process. As such, the individual trader cannot profitably depend on their own intuition to predict stock. Therefore, a precise method of prediction is in high demand. This paper will showcase an improvement to the standard LSTM model for stock prediction by predicting Standard and Poor’s 500 (SPY) stock index. The S&P500 is a stock market index that tracks the largest 500 companies in America. It is widely acknowledged by investors to be the single strongest indicator of American stock market
performance. Therefore, the ability to accurately predict the S&P 500’s stock value is of paramount importance to the government, investors, and investment companies.

Technical indicators, including Bollinger Bands and Relative Strength Index (RSI), have been very popular for traders to predict stock price. We can see from Figure 1 that stock prices of SPY 500 has been on a steady incline in the past decade, with a surge in late 2021. It should be noted that the S&P 500 is less likely to be affected by outstanding events which may drastically influence one company, as it is a conglomerate of the largest companies and is only affected by nationwide trends. This makes the data relatively less volatile than most stocks.

![Figure 1: SPY stock price from 2010-01-01 to 2022-07-08](image)

Bollinger band is an efficient indicator for traders to predict the short-term trend of a stock. Bollinger bands are placed at one standard deviation above and below the simple moving average (SMA) of the price. This makes it a strong trend-following indicator. We can see that up to now, there has been a strong decline to the present. The RSI also indicate that there will be a short-term incline starting in July 2022.
Another important technical indicator is the Relative Strength Index, often abbreviated as RSI, which is used as a momentum indicator, see Figure 3. Essentially, it measures how overbought or oversold a stock is. With a range of 0 to 100, it is usually considered overbought when above 70, and oversold when below 30. RSI from the past year indicates that the momentum has been fairly stable, fluctuating between 70 and 30. But by July 2022, the stock has an up-momentum in buying strength, because the stock price is low and affordable, which attracts more investors.

The contribution of this research is that a Multivariate Multi-Step, vector output predictive model using LSTM, with both the stock price and the relative return as the input of the neural network is built. A novel improvement is that a new loss function which is based on the idea of the
physically-informed neural network is introduced. More precisely the formula of the relative return as a loss function is used. The improved loss function combines the standard mean squared error loss function with a relative return mean squared error. The improved LSTM model is shown to be able to reach standards of accuracy beyond the prediction capability of standard LSTM stock prediction models. Furthermore, this can be applied to LSTM variants, such as previously discussed wavelet transformation LSTM neural networks. This improvement can also be applied on a large variety of stock, but is demonstrated convincingly on the SPY index.

2. Literature review

The success of Neural Networks (NN) in other applications such as speech and image recognition, and weather forecasting have prompted research to be done on stock market prediction. Studies such as Atsalakis and Valavanis (2009) now say that the use of neural networks is one of the most common methods for future financial stock prediction. Compared to stock predictions using more traditional models, such as Mustapa and Ismail (2019), who used an ARIMA-Garch model to predict the monthly stock price of S&P 500 (SPY) stock, stock predictions that implement LSTM have been shown to significantly outperform the predictions produced by ARIMA, Muncharaz (2020). Similarly, Borovkova and Tsiamas (2019), whom used ensembles of LSTM models to predict the direction of large cap US stocks with a large variety of technical indicators including open, close, bollinger bands, and relative strength index as network inputs, found that LSTM models significantly outperformed benchmark lasso and ridge regression models. Research has also been done on the comparison between LSTM and alternative methods of prediction, like Patel et al. (2015). They tackled the problem of predicting movements of Indian stock using Artificial Neural Network (ANN), Support Vector Machine (SVM), random forests (RF) and naive-Bayes by using two different inputs for all models; the first approach involving computation of ten technical parameters using stock trading data (open, high, low, close prices), and the second approach representing technical parameters as trend deterministic data. They found that performance for all models improved when technical parameters were expressed as trend deterministic data. However, it has been shown that LSTM networks outperform most alternative models of prediction. The authors of [8] used LSTM to predict directional movements of SPY stock. They found that LSTM networks outperformed classification methods that did not use memory, namely a random forest (RAF), a deep neural net (DNN), and a logistic regression classifier (LOG). And furthermore, Lakshminarayanan and McCrae (2019), who did an extensive comparison of stock market prediction on the Dow Jones Index with added parameters of crude oil and gold prices found that predictions with SVM with advanced moving averages compared to LSTM were inferior in all scenarios due to the LSTM’s superior ability to efficiently remember and forget information. Research such as Kamalov et al. (2020) affirms that LSTM models generally produce very strong stock price prediction results. However, even compared to the models which yield the strongest results (CNN, MLP, RNN), LSTM is able to often perform better than these models. For example, Kamalov (2020) found that LSTM was more effective than multi-layer perceptron (MLP), Convolutional Neural Network (CNN), Random Forest (RF), and relative strength index methods at predicting significant changes in stock price.
Recently, research has been done on variations of and additions to the LSTM model which may produce better results than the standard LSTM model. In Bao et al. (2017), Bao et al. found that applying a wavelet transformation to a financial data set to de-noise it, then passing the de-noised data to stacked autoencoders to generate meaningful features, and finally feeding it to LSTM networks produced better predictions than simpler models. Then, in Liang et al. (2019), the authors proposed a multioptimal combination wavelet transform (MOCWT) method to de-noise the financial data. They found that the MOCWT method outperformed the original wavelet method. In Qiu et al. (2020), the authors proposed that a wavelet transform to reduce noise in historical stock data combined with a LSTM model and an attention mechanism would perform better than a standard LSTM model, a standard gated recurrent unit NN model, and a wavelet LSTM model on predicting SPY stock. The proposed wavelet transform LSTM model with attention outperformed all other tested models, with a test mean-squared error of less than 0.05. In a different path, there has also been research done on multi-variate multi-step LSTM. This classification of LSTM essentially defines the class of LSTM that not only predicts some dependent variable y based on multiple independent variables x (multivariate), but also predicts more than one time unit per time step. (multi-step). For example, yang2022multivariate first used LASSO and Random Forest models to filter the features and to produce a dataset of a predetermined size. Then, they compared an ARIMA model, a multivariate multistep LSTM model, and a hybrid multi-step ARIMA-LSTM model to predict tuberculosis outbreaks in the Liaoning Province, China. The result of the study was that the multivariate 2-step LSTM model reduced the error of the LSTM model by 15.94%, and the 3-step ARIMA-LSTM reduced the error of the LSTM model by 33.14%, show that multi-step LSTM produce very strong results when applied to time series prediction. In Unterluggauer et al. (2021), two multi-step LSTM models which produced 4 time step and 96 time step predictions respectively were tested on electric vehicle charging site volume prediction. Gathering real charging data from shopping centers, residential, public, and workplace charging sites, and forecasts of the aggregated charging load being in 15-min resolutions, they found that that both models produced strong predictions, with the 4 time step model (which corresponds to predicting an hour ahead) outperforming the 96 time step model (which corresponds to predict a day ahead). In Wu et al. (2021), they used a long short term memory model combined with Critical Point Search to produce a forecast for train delays. This multi-step model showed significant improvement when compared to standard LSTM models at predicting train delays. However, there has only been very limited research done on multi-step LSTM models done on stock prediction. Aasi et al. (2021) used a multivariate, multistep LSTM model. They combined this model with many data sources, such as Google Search Trends, e-News headlines, and Tweets which effectively gauge public sentiment on Apple (APPL) stock. Using internet search trends, reactions to current events, Twitter data, and historical stock returns as input data, they were able to predict 7 days per time step, and they found that their proposed model outperformed ARIMA and Random forest models trained on the same data set, along with most other LSTM models.

Specifically for predicting SPY stock price, there have been novel methods to enhance accuracy. It is known that neural network models must be trained on a large set of data. Sun et al. (2017) have shown that neural network models which were applied to image classification problems increase logarithmically in effectiveness with the size of data. To solve this problem, Lee and Kang (2020) used only data from individual companies instead of SPY stock price, because SPY is
computed by averaging top companies. This was done as an effort to increase the amount of data available to analyze, which successfully improved accuracy rate compared to other LSTM models.

3. Research Method

In this paper, the Long-short term memory (LSTM) neural network is used to forecast the SPY stock price. The LSTM recurrent neural networks are able to almost seamlessly model problems with multiple input variables. This is especially advantageous in time series forecasting, where classical linear methods can be difficult to adapt to multivariate or multiple input forecasting problems.

We begin with an introduction of the structure of a neural network. An artificial Neural Network usually contains 3 stages of layers: the input layer, the hidden layers, and the output layer. The layers are made of nodes: the input layer has the same amount of nodes as the dimension of the input data, and the nodes of the input layer connect to the nodes of the hidden layers via “synapses”, each synapse having a weight and a bias which are adjusted through training. The nodes in the hidden layer apply an “activation function” to the weighted sum of the inputs. The sigmoid function is used as the activation function, which is defined as

\[ S(X) = \frac{1}{1 + e^{-x}} \]

and is extensively used as an activation function in the input, output, and forget gates of LSTM because it “squishes” data into the range [0,1]. In the first forward pass, random values are assigned to the weights and biases. After the forward propagating process finishes and we obtain values for the output layer, the loss function is calculated and then the back propagating process begins. The backpropagation process goes from the output layer to the input layer, and uses a gradient descent method on the loss function to optimize the weights of each synapse. The forward and backwards propagation processes are then repeated many times. The amount of time this happens is usually measured in “epochs”, which is formally defined as the number of times an entire dataset is passed forward and backwards through the neural network.

Recurrent Neural Networks (RNN) are neural networks that have “memory”. They are able to use previous inputs to help predict the current input and output. While in feedforward neural networks all input is taken in at once, RNN goes through each input in a sequence and does calculations for each input before producing an output called a “hidden state”. This “hidden state” is then combined with the next input to calculate the new hidden state. In this way, RNN’s are able to take information from previous inputs into account. Here, the Multivariate, Multi-step, Vector-output LSTM neural network, which is one of the most complex RNN model, is used.

The data feeding into the LSTM gates are the input at the current time step and the hidden state of the previous time step. They are processed by three fully connected layers with a Sigmoid activation function to compute the values of the input, forget, and output gates. Define \( x_t \) as the
input at timestep $t$, $C_t$ is the cell state, $h_t$ is the hidden state, $f_t$ is the output. The forward process of LSTM to update these values is shown in below equations:

$$X'_t = [x_t, h_{t-1}]$$
$$S_t = \tanh(W_s x'_t + b_s)$$
$$C_t = i_t \cdot S_t + f_t \cdot C_{t-1} \cdot h_t$$
$$= o_t \tanh(C_t)$$

where $i_o, o_t, f_t$ are called the input, output and forget gates given by:

$$i_t = \sigma(W_i x'_t + b_i)$$
$$o_t = \sigma(W_o x'_t + b_o)$$
$$f_t = \sigma(W_f x'_t + b_f)$$

We call $C_t$ the memory cell at time $t$, and it is arguably the main component of the LSTM architecture. We can think of the LSTM in the following manner:

$$C_t = i_t \odot S_t + f_t \odot C_{t-1}$$

memory, = read input, + remember memory$_{t-1}$

The training process will try to learn the parameters $W_i, W_o, W_f, W_o$. We need to unfold the input training sequence into a feed-forward neural network, as shown in Figure 4. Here $\Gamma_f, \Gamma_i$ and $\Gamma_o$

Figure 4: Network structure of LSTM neural network

represents the forget gate, input gate, and the output gate.

LSTM can be used to build deep learning models that have the ability to learn complex patterns in massive data stacks. To improve the accuracy of forecasting the movement of the stock market index, a multivariate time-series forecasting model is created by an improved LSTM, which implements a multivariate time-series analysis method into the model for simultaneous forecasting of parallel time-series using series correlation analysis.

4. Result and discussion

The data used in this paper consists of daily adjusted price extracted from yahoo finance of SPY
stock from 2010-01-01 to 2022-07-08. We denote the stock prices as a time series $S_t, t = 0$. To improve the forecasting of the stock price, we also use another time series: the relative return.

The relative return is the profit or loss an investor expects from an investment. The expected value of the relative return predicts future returns. This financial concept can be useful when there is a robust pool of historical data on the returns of a particular investment. The formula to calculate relative return is as follows:

$$R_{t+1} = \frac{S_{t+1} - S_t}{S_t}$$
The time series of relative returns \((R_t \geq 1)\) will be used in the training to improve the accuracy rate of the forecast. More precisely, we take the 2-dimensional time series \((S_t, R_t \geq 1)\) as the input of the LSTM neural network. The output vector has two steps. More precisely, given \([\,(S_t, R_t)\,\), \(t = 1, \ldots, s]\), we need to predict \([S_{s+1}, R_{s+1}),(S_{s+2}, R_{s+2})\]. Thus the neural network defines two functions \(f_S\) and \(f_R\), such that

\[
(S_{T+1}, S_{T+2}) = f_S(S_{t+1}, S_{t+2}, \ldots, S_{t+s}; R_{t+1}, R_{t+2}, \ldots, R_{t+s}) (R_{T+1}, R_{T+2})
\]

where \(s > 0\) is the sample size, which is taken to be \(s = 6\) in our simulations. Our deep learning of the SPY stock price is based on the construction of an ensemble model that can predict multiple financial time-series data simultaneously.

80% of the data was used for training, and 20% of the data for testing. Six preceding values were used to predict two values.

A unique feature of this model is that we input both the stock data and the relative return values into the model. Hence, why the output shape for the input layer is \((6,2)\).

<table>
<thead>
<tr>
<th>Layers</th>
<th>Output Shape</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input Layer</td>
<td>(6, 2)</td>
<td>0</td>
</tr>
<tr>
<td>LSTM1</td>
<td>(6, 500)</td>
<td>1006000</td>
</tr>
<tr>
<td>LSTM2</td>
<td>(200)</td>
<td>560800</td>
</tr>
<tr>
<td>dense1</td>
<td>(32)</td>
<td>6432</td>
</tr>
<tr>
<td>dense2</td>
<td>(4)</td>
<td>132</td>
</tr>
<tr>
<td>Reshape</td>
<td>(2,2)</td>
<td>0</td>
</tr>
</tbody>
</table>

We reshape the model to dimension size \((2,2)\) at the end so that it will output the two predicted stock price values, but also the two corresponding relative return values.

The standard LSTM model uses some integer \(x\) preceding values to predict 1 value. The standard MSE loss function, defined as

\[
L_{mse}(y_{true}, y_{pred}) = \frac{1}{N} \sum_{i=1}^{N} (y_{true}(i) - y_{pred}(i))^2
\]
is then used. However, as shown in the literature, deep learning neural networks’ ability to predict stock prices are limited.

To improve the accuracy, we propose a novel loss function, by implementing the relative return function. We first construct the multivariate, multi-step LSTM, with the 2-dimension output 

\[(S_{t+s+1}, S_{t+2}; R_{t+s+1}, R_{t+s+2})\]. The new loss function is defined as

\[
L_D = \frac{1}{s} \sum_{k=1}^{s} \left( R_{t+s+2} - \frac{S_{t+s+2} - S_{t+s+1}}{S_{t+s+1}} \right)^2
\]

which uses the definition of the relative return \(R_t\).

Our new total loss function is

\[
L_{\text{loss}} = \lambda L_{\text{mse}} + (1 - \lambda) L_D
\]

where \(\lambda > 0\) is a regulation parameter. In our training process, we take \(\lambda = 0.6\) in the pre-trainings, and then \(\lambda = 0.4\) in further trainings, in order to improve the accuracy rates.

The motivation to do this is because if relative return is added to the loss function, the improved model will have to learn weights and biases that will be optimal not only for the relative return loss function, but also for standard stock price loss function. Because this effectively cuts down on the set of acceptable weight and bias values, this model should achieve higher accuracy after extensive training.

Training loss continued to decrease incrementally until finally stabilizing at around 10,000 epochs. The improved LSTM model is evaluated using MSE, which is a standard accuracy criterion in machine learning. Our training MSE after 10,000 epoch is \(2.6 \times 10^{-6}\), and our text MSE is 0.00764.

Figure 5: Prediction of stock prices compared with test set
As we can see, both the training and test MSE are objectively strong. The improved LSTM model outperforms the LSTM model used to predict SPY in [3], which reaches a test mean-squared error of 0.12.

In Liang et al. (2019), for the S&P 500 dataset, data from January 3, 2000 to May 16, 2019 is used. This is the comparison of the test MSE of the LSTM, Wavelet-LSTM, GRU, and Wavelet-LSTM + attention models that are found in Liang et al. (2019) with our improved LSTM model:

<table>
<thead>
<tr>
<th>Model</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSTM</td>
<td>0.1208</td>
</tr>
<tr>
<td>WLSTM</td>
<td>0.1067</td>
</tr>
<tr>
<td>GRU</td>
<td>0.1000</td>
</tr>
<tr>
<td>WLSTM + attention</td>
<td>0.0546</td>
</tr>
<tr>
<td>Improved LSTM</td>
<td>0.0076</td>
</tr>
</tbody>
</table>

5. Conclusions

This paper’s proposed improvement to the loss function produces an accurate prediction which significantly outperforms the standard LSTM stock prediction model. The results of training, thus, indicates that adding limiting parameters to the loss function by adding a relative return MSE allows for a more accurate prediction.

The proposed architecture of the LSTM (typically used in state-of-art language modeling deep learning tasks) can be considered very promising as it has proven to be able to predict well in comparison with other strategies employed and tested in the literature. However, the relative return limiting parameter may not be optimal. Furthermore, if one includes a set of relevant technical indicators in the training process, it may provide a positive influence to the performance of the model. In the same way, employing all the features available in the financial time series such as High, Low, Open, Close and Volume prices, which are the most relevant variables, enriches the model. More research may be done on different limiting parameters and additional features.

References


Copyrights

Copyright for this article is retained by the author(s), with first publication rights granted to the journal.

This is an open-access article distributed under the terms and conditions of the Creative Commons Attribution license (http://creativecommons.org/licenses/by/4.0/)